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Energy distributions of ion current from high-current, xenon hollow cathodes, which are essential information to understand erosion phenomena observed in high-power ion thrusters, were obtained using an electrostatic energy analyzer (ESA). The effects of ambient pressure and external flow rate introduced immediately downstream of hollow cathode on ion currents with energies greater than that associated with the cathode-to-anode potential difference were investigated. The results were analyzed to determine the changes in the magnitudes of ion currents to the ESA at various energies. Either increasing the ambient pressure or adding external flow induces an increase in the distribution of ion currents with moderate energies (E < 25 to 35 eV) and a decrease in the distribution for high energies (E > 25 to 35 eV). The magnitude of the current distribution increase in the moderate energy range is greater for a cathode equipped with a toroidal keeper than for one without a keeper, but the distribution in the high energy range does not seem to be affected by a keeper. An MHD model, which has been proposed to describe energetic-ion production mechanism in hollow cathode at high discharge currents, was developed to describe these effects. The results show, however, that this model involves no mechanism by which a significant increase of ion current could occur at any energy. It was found, on the other hand, that the potential-hill model of energetic ion production, which assumes existence of a local maximum of plasma potential, could explain combined increases in the currents of ions with moderate energies and decreases in high energy ions due to increased neutral atom density using a charge-exchange mechanism. The existing, simplified version of the potential-hill model, however, shows poor quantitative agreement with measured ion-current-energy-distribution changes induced by neutral density changes.
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I. Introduction

The mass of any spacecraft can be broken up into two essential portions: the payload mass, which is needed to achieve mission-specific goals, and the propulsion system mass, which is needed to deliver the payload to a designated location. The fraction of an initial spacecraft mass that will be delivered as payload depends on the ratio of the total impulse required for the mission, or $\Delta V$, to the propellant exhaust velocity. In order to maximize this payload mass fraction so that the initial mass of spacecraft is used effectively, high exhaust velocity is essential. This is especially true for planetary expeditions and other deep space missions, which are characterized by very large $\Delta V$ values (of the order of hundreds of km/sec). When conventional chemical rockets, which have propellant exhaust velocities between 2,000 and 4,400 m/sec, are used for missions with a $\Delta V$ of 10 km/sec, the fractions of initial spacecraft mass that can be delivered to the destination will be less than 10%. On the other hand, electric propulsion systems, which accelerate the propellants to very high velocities using electromagnetic or electrostatic body forces, can deliver much larger fractions. For example, an ion propulsion system, which uses electrostatic forces and can readily produce exhaust velocities as great as 100,000 m/sec, can deliver a 90% payload mass fraction on a 10 km/sec mission. This advantage is significant not only for planetary exploration and deep space missions but also for station keeping of near-
earth satellites over long operating periods (years).

There are other significant differences between ion- and conventional-propulsion systems that must be considered. For example, ion-propulsion systems must operate at thrust levels that are low compared to those of conventional chemical rocket systems because the electrical power needed to sustain their operation is not abundant in spacecraft. Operation at higher powers yields greater thrusts and lower total mission times. However, thruster operating times are still very long (of the order of 10,000 hours) even at the most ambitious specific power levels being considered today.

Ion-propulsion-system operation typically involves propellant-ion creation via an impact-ionization process in which energetic electrons strike neutral atoms. Figure 1 shows a schematic diagram of an electrostatic thruster equipped with hollow cathodes as electron sources. Propellant, which is supplied primarily through the propellant feed line, is ionized by electrons produced at a hollow cathode placed on the thruster centerline (the main cathode). In order to provide these electrons, additional propellant is fed into the cathode and the low-work-function insert identified in Fig. 1 is heated to thermionic-electron emission temperatures. The electron current drawn from the insert is then amplified via ionization of the propellant gas within the cathode and extracted through the orifice. The cathode orifice plate serves to facilitate this process by maintaining a relatively high pressure within the cathode. The electrons are extracted through the orifice into the thruster discharge chamber by an electric field established between the cathode and the plasma produced within the chamber. On some occasions, a starter electrode located
Fig. 1 A Typical Electrostatic Thruster with Hollow Cathodes
downstream of the orifice is used to initiate the discharge within the hollow cathode. Energetic electrons ejected through the cathode orifice collide with neutral atoms fed into the chamber and produce a plasma containing the propellant ions. Ions are then accelerated in an electric field established between apertures of the screen and accelerator (or accel) grids thereby forming an ion beam that is exhausted at high velocity. Another hollow cathode is provided downstream of the thruster grid set to neutralize the ion beam by emitting electrons. The neutralizer hollow cathode shown in Fig. 1 is similar to the one in the thruster chamber except for the fact that it is equipped with a keeper that assures a sustainable electrical discharge from the cathode.

In many ground-based applications the electrons required can be drawn from an inexpensive refractory-metal wire made of a material such as tungsten or tantalum that is heated to a high temperature. Unfortunately, such a wire is subject to life-limiting sputter erosion as a consequence of bombardment by the ions created in the plasma. In addition, the electron current that can be emitted from a wire is limited because ions required to neutralize the electron space charge that otherwise develops between the wire and the ambient plasma are in short supply. A cathode without a high emission-current capability is unsuitable for high-thrust, high-power electric propulsion system operation. On the other hand, a hollow cathode, which involves the production of a plasma in a tube and the extraction of electrons from this plasma, has a demonstrated capability of operating reliably for the required periods of time at the electron currents needed for high power operation.¹

High-current hollow cathodes are required, for example, in 5-to-10-kW ion
thrusters operating with xenon propellant that can be used for many planetary missions. Wear tests have been conducted at the NASA Lewis Research Center and the Jet Propulsion Laboratory to demonstrate adequate lifetimes associated with high-current hollow-cathode operation in thruster chambers for these missions. In early tests, it was found that severe sputter erosion on various electrodes and structures located near hollow cathodes operating at high emission currents (a few tens of amperes) could limit the lifetime of the ion-propulsion systems. It was concluded that the observed erosion occurred because heavy particles such as neutral atoms or ions struck surfaces with high kinetic energies.

In order to identify the source of high-energy, heavy particles which cause the erosion and its behavior at various conditions, the energy distributions of ions emitted from high-current hollow cathodes were investigated. The first work, done by Friedly and Wilbur, revealed high-energy ion "jets" which emanated from high-current hollow cathodes. Their work was accomplished using a retarding potential analyzer (RPA) to sense charged-particle current densities and badges to sense erosion rates downstream of the cathode on its centerline. On the basis of changes in badge erosion rates with axial distance from the cathode they concluded that the "jets" emanate from a point near the cathode orifice. From ion-energy profiles measured using the RPA, they also concluded that increases in discharge current induce greater than linear increases in jet ion current density as well as increases in the spread and mean values of the kinetic energies of these ions. In order to explain these observations, they postulated the existence of a potential hill, located downstream of the cathode orifice, on which ions are created and then accelerated to high velocities.
further downstream. It was argued that some electrons emitted from the cathode would have sufficient kinetic energy to excessive ionization of neutral atoms very close to the cathode. The light electrons resulting from this event would be expected to leave the ionization region rapidly but the more massive ions would be expected to leave much more slowly thereby raising the local potential and forming the hill. It was postulated that the hill was located so close to the cathode orifice that it yielded ions that appeared to expand spherically from a point source. The existence of such hills has also been postulated in applications involving metal cathodes in vacuum arc and hollow-cathode-based plasma contactors operating in the electron emission mode.

A second experiment in which the energy distribution profiles for ions originating near a high-current xenon hollow cathode were measured was conducted by Latham et al. These measurements were also made using an RPA to obtain the ion energy distribution and the ion "jets" with energies greater than the potential differences between electrodes were again observed. They also analyzed erosion-rate measurements obtained by other researchers as a function of discharge current and they suggested that a magnetohydrodynamic (MHD) effect could be causing the observed acceleration of ions to energies greater than the applied potential differences.

The next measurement of ion-energy distributions near high-current hollow cathodes was conducted by Kameyama and Wilbur using an electrostatic energy analyzer (ESA). In this study, more detailed energy distributions of ions were obtained and the effect of operating with and without a keeper was examined. Results suggested that the number of ions coming from cathodes along their centerlines
increased when a keeper was used, but no quantitative justification for this behavior was found.

The first experiments designed to determine whether the potential-hill or MHD models was more likely to create high-energy ions was conducted by Kameyama and Wilbur.\textsuperscript{13} Their approach, which is described in detail in Appendix A of this dissertation, involved measurement of erosion rate distributions as a function of zenith angle (the angle measured from the cathode centerline toward a direction parallel to the orifice plate plane). These experiments, which employed copper erosion sensors that were exposed to a hollow-cathode discharge plasma, showed no clear evidence of the keeper shadow that should have been visible if the high-energy ions were created at the cathode orifice and expanded spherically. This indicates that the ions are 1) directed primarily along the cathode centerline, 2) produced downstream of the keeper, or 3) produced in a region that is large compared to the keeper size. These experiments also showed that erosion rates were reduced dramatically over the entire range of zenith angles investigated by introducing additional expellant flow into the region immediately downstream of the cathode orifice.

Meanwhile, recent experimental and theoretical work, which has shown that ion thruster systems offer better performance than conventional chemical propulsion systems in many commercial applications, has led to the development of the NASA Solar Electric Propulsion Technology Application Readiness (NSTAR) thruster under the New Millennium program.\textsuperscript{14} This program is intended to prove that ion propulsion technology has matured to the point where a state-of-art, variable-power thruster can demonstrate the necessary lifetime. A 2000-hour test was designed to
identify possible problems in the NSTAR system. After the first 867 hours of this initial test, severe erosion on the cathode orifice plate and the cathode heater which protruded downstream of the orifice plate plane were observed.\textsuperscript{15} In a subsequent test, the design was improved by installing an enclosed keeper, which encapsulated the cathode everywhere but at an orifice adjacent to the cathode orifice. It was expected that this change would make the neutral density around the cathode higher than it had been in the initial test thereby inducing the beneficial effect of additional flow as described in Ref. 13 and Appendix A. Preliminary results suggest this change has mitigated the NSTAR thruster erosion problem.\textsuperscript{16}

In this dissertation, effects of changes in neutral density downstream of high-current xenon hollow cathodes on the energy distributions of ions emitted from the cathodes are presented. These distributions have been correlated with erosion phenomena reported previously\textsuperscript{13} and reproduced in Appendix A. Ion-energy distributions were probed using an ESA as ambient neutral density and external flow rate were changed. Theoretical predictions based on simple MHD and potential-hill models, which have been proposed to describe high-energy ion production mechanisms, are presented and the experimental measurements are compared with them.
II. Proposed Models of High-Energy Ion Production

1. MHD Model

Maxwell’s equations predict that a direct electric current produces steady magnetic field lines-of-force like those shown in Fig. 2a. When the source current associated with this magnetic field has a finite size, interaction between the magnetic field and the current induces a Lorentz force field that causes the current to be pinched inward. The force per unit volume due to this magnetohydrodynamic (MHD) effect can be expressed as a vector product of the current density, \( \vec{j} \), and the self-induced magnetic induction, \( \vec{B} \); namely \( \vec{j} \times \vec{B} \). Since the magnetic induction is proportional to the magnitude of the current density, the effect is proportional to the square of the current density. When this effect is integrated over the volume of the entire channel through which the electric current flows, the total force becomes proportional to the square of total current and to the reciprocal of the cross-sectional area of the channel.

In a cathode orifice, where a substantial current passes through a small channel (\(<1\) mm diameter), this pinching effect can compress the current significantly (Fig. 2b). In this case, the net current flow is from downstream to upstream, which is opposite to the direction of electron flow, and this yields a counter-clockwise magnetic field as viewed from upstream. Following Ecker,\(^{17}\) the kinetic energy gain
a. In General

b. In a Chamfered Hollow-Cathode Orifice

Fig. 2 The MHD Effect
of each ion in the plasma can be evaluated as

$$\Delta \varepsilon \sim \frac{\mu_0 J^2}{4\pi n A}$$

where $\mu_0$ is the permeability of free space, $J$ is the total current, $n$ is plasma density, and $A$ is the area through which the current flows, respectively. For a 20 A current through a 0.81-mm-diameter orifice containing a plasma with a density of $10^{15}$ cm$^{-3}$, this energy gain is computed to be 0.48 eV. This appears to be quite small compared with the energies of ions measured in previous experiments.

Since the total pinching force is proportional to the reciprocal of the area through which the current flows and this area expands rapidly immediately downstream of the orifice, the effect should be significant only near the orifice and dominant within it where this area is least. As Fig. 3 shows, the MHD model involves an abrupt plasma potential increase immediately downstream of the cathode orifice to an ambient plasma value that should be near anode potential. Hence, once the ions have passed through the orifice they experience only deceleration in an adverse electric field and collisions in the ambient plasma.

2. Potential-Hill Model

When the electrons are extracted into a region of high neutral density, a potential hill can develop as a consequence of extensive electron-impact ionization. When the process first starts, the potential field is expected to look like the one in Fig. 3b. In this situation, electrons created inside the cathode are drawn out through the orifice and gain kinetic energies that are sufficient to ionize neutral atoms outside
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Fig. 3 Environment near the Cathode Orifice in the MHD Model
the cathode. After such ionization events, secondary electrons readily thermalize and escape this region because of their low mass. On the other hand, the more massive positive ions traveling at much lower speeds tend to accumulate thereby inducing the electric fields around this region that are associated with a potential hill as seen in Fig. 4. Once the potential hill starts to develop, the growth of the potential-hill height continues until the fields are sufficient to eject ions and/or trap the secondary electrons and a steady state is established. The ions created in this potential hill will gain kinetic energies as they fall through the electric fields that develop both upstream and downstream of the hill crest.

The potential hill has also been proposed to explain high energy ions observed coming from hollow-cathode-based plasma contactors. These are devices used to control spacecraft potential in a space-plasma environment by increasing the conductivity through a locally created, high-density plasma. When a hollow cathode is used to supply electrons to the environment, the neutral flow needed to sustain a cathode discharge produces a high-neutral density region immediately downstream of the orifice through which electrons are extracted. In this application, a hump in the potential profile was measured at low electron emission currents (a few amperes).10

3. Expected Effects of Neutral Densities downstream of the Cathode Orifice

The effects of neutral densities downstream of a cathode orifice on downstream ion flow will differ for the MHD and potential-hill models and these differences are summarized in Table 1. For the MHD model, in which neutral densities inside the orifice are fixed, the only effect will be a loss of high-energy ions.
Fig. 4  Environment near the Cathode Orifice in the Potential-Hill Model
Table 1  Expected Effects of Neutral Densities downstream of the Cathode Orifice

<table>
<thead>
<tr>
<th></th>
<th>Effect on High-Energy-Ion Production</th>
<th>Effect on Non-Ionizing Collisions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MHD Model</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Potential-Hill Model</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
through collisions. For the potential-hill model, on the other hand, neutral atoms introduced downstream of the orifice can affect the flux of high-energy ions in competing ways; first, by scattering the ions thereby reducing the flux and second, by inducing increased ion production thereby increasing the flux. Since the ion scattering losses are part of both models, a simple model to predict this effect will be developed next.
III. Development of the Scattering Model

The model used to predict the effects of neutral density on the scattering of high-energy ions is illustrated in Fig. 5a. In the model, ions with an energy $\varepsilon$ measured with respect to cathode potential are assumed to be created at a point source located near a cathode orifice. They expand spherically into a downstream ambient plasma that is at a uniform plasma potential, $V_a$, as suggested in the figure. Some of these ions undergo collisions with neutral atoms and are scattered off of initial trajectories that would otherwise carry them to a downstream detector. As the ions enter this ambient plasma, their kinetic energy decreases to $\varepsilon - V_a$ and scattering causes the ion current associated with this energy to decrease from that at a location $z$ to that at another location $z + \Delta z$ by the factor $\exp[-\sigma(\varepsilon - V_a) n_o \Delta z]$ where $\sigma(\varepsilon - V_a)$ and $n_o$ are total collision cross-section and neutral density, respectively. In the kinetic energy range of interest for hollow cathode applications (i.e. tens of eV) only elastic and charge-exchange collisions with neutrals are significant and it is, therefore, assumed that only these events induce significant scattering losses. In this scattering environment, the ion-current energy distributions $dJ_i(\varepsilon)/d\varepsilon$ measured using instruments with the same current-collection area and along the same path but at two different distances from the cathode, $z_1$ and $z_2$, can be related using the equation
a. Schematic Diagram

\[ \frac{dJ_i(\varepsilon)}{d\varepsilon} \bigg|_{z=z_2} = \frac{dJ_i(\varepsilon)}{d\varepsilon} \bigg|_{z=z_1} \]

(Energy Distribution at \( z = z_2 \))

(Energy Distribution at \( z = z_1 \))

\[ \times \frac{z_1^2}{z_2^2} \]

(Geometrical Term)

\[ \times \exp \left[ -\int_{z_1}^{z_2} \sigma(\varepsilon-V_a) n_i(\varepsilon) \, dz \right] \]

(Collisional Loss Term)

b. Relationship between Distributions Measured at Different Locations

Fig. 5 Scattering Model of Ion Flux Loss due to Collisions downstream of Hollow Cathodes
As indicated in Fig. 5b, the second and third terms in the right hand side of the equation are associated with spherical expansion and collisions, respectively.

In this work, Eq. (2) is applied twice to relate ion-current energy distributions at the same location under different neutral density profile conditions assuming that high-energy-ion production rates are independent of the neutral density environment. The resulting ion-current energy distributions $dJ'_i(e)/de$ and $dJ''_i(e)/de$ both measured at a downstream location $z_2$ for neutral density profiles $n_0^i$ and $n_0''$, respectively, can be related to the ion-current energy distribution at a location $z_I$, which is very close to the cathode orifice:

$$
\frac{dJ'_i(e)}{de} \bigg|_{z=z_2} = \frac{dJ'_i(e)}{de} \bigg|_{z=z_1} \frac{z_2^2}{z_1^2} \exp\left[-\int_{z_1}^{z_2} \sigma(e-V_a) n_0(z) \, dz\right]
\frac{dJ''_i(e)}{de} \bigg|_{z=z_2} = \frac{dJ''_i(e)}{de} \bigg|_{z=z_1} \frac{z_2^2}{z_1^2} \exp\left[-\int_{z_1}^{z_2} \sigma(e-V_a) n_0(z) \, dz\right] \tag{3}
$$

When no change is expected in ion production mechanisms, that is, in the ion-current energy distribution at the location $z_I$, these terms along with the geometrical terms cancel out and the ratio of the equations becomes
\[
\left. \frac{dI''}{de}(\varepsilon) \right|_{z=z_2} = \exp\left\{ -\sigma(\varepsilon-V_a) \int_{z_1=0}^{z_2} \left[ n''_0(z) - n'_0(z) \right] dz \right\} \tag{4}
\]

It should be emphasized that the left-hand side of Eq. (4) is determined from direct ion-current-energy-distribution measurements and the right-hand side is computed using either measured or calculated neutral density profiles. Also, it should be noted that the right-hand side is expressed in terms of the difference in neutral density profiles.
IV. Experimental Apparatus and Procedures

The physical arrangement of components used in this study is shown in Fig. 6. A hollow cathode was oriented with its axis vertical and an anode was provided so a discharge could be established. The anode-cathode assembly was equipped with either a toroidal keeper like that shown in Fig. 6 or a needle-like starter electrode, which was used to initiate the discharge. This configuration was chosen to simulate typical, hollow-cathode operation within main discharge chambers of ion-propulsion systems. The cathode and plenum were connected as shown in Fig. 6 so their interior pressure could be monitored using a capacitance pressure gauge. The anode was a 1.8-mm-thick copper plate that had been rolled into a 60-mm-inner-diameter-by-115-mm-long hollow cylinder. As shown in Fig. 6, it extended beyond the top end of cathode to about 75 mm downstream and had an approximately 35-mm-wide slit on one side through which the cathode discharge could be observed. This anode was water-cooled during the experiments to assure that it would not melt.

The orificed hollow cathode used in this study was constructed from a 6.4-mm-diameter tantalum tube with a 1.6-mm-thick thoriated-tungsten orifice plate electron-beam-welded on one end as shown in Fig. 7. The orifice had the minimum diameter of 0.81 mm near the upstream end and the maximum diameter of 1.47 mm near the downstream end. The cathode contained an insert (i.e. a low-work-function
Fig. 6  Schematic Diagram of Hollow-Cathode/Anode Assembly
THORIATED-TUNGSTEN ORIFICE-PLATE

TANTALUM HEAT SHIELD

SWAGED TANTALUM HEATER

INSERT (LOW-WORK-FUNCTION ELECTRON EMITTER)

TANTALUM RIBBON

Fig. 7  Schematic Diagram of Hollow Cathode
electron emitter) positioned as shown in Fig. 7. Inserts were made by rolling 75-mm-long, 20-mm-wide, 0.013-mm-thick tantalum foil around a 4-mm-diameter form and then spot-welding this rolled foil to a 3-mm-wide, 45-mm-long, 0.25-mm-thick tantalum ribbon. The rolled foil was then dipped in a solution containing barium carbonates (Chemical R-500) and inserted into the cathode tube. Finally, the ribbon was spot-welded to the inner surface of the cathode tube to assure electrical contact and hold the insert in place. Sintered tungsten inserts, which are generally used in flight-qualified hollow cathodes, were not investigated because previous research had shown insert type did not affect ion-energy distributions significantly.\(^{18}\)

A swaged tantalum heater 15 mm in length was friction fitted to the cathode tube and 0.013-mm-thick tantalum foil heat shields were also used to reduce the radiation heat loss from it.

The keeper electrode shown in Fig. 6 was constructed from a 1.5-mm-diameter tantalum wire that was bent into a 4.0-mm-inner-diameter toroidal ring and positioned 1.0 mm downstream of the cathode orifice. In some tests, it was replaced by a needle-shaped starter electrode in order to investigate the effect of the keeper. The starter was a 0.79-mm-diameter tantalum wire that had been sharpened at one end. It was placed normal to the cathode axis with the sharpened tip positioned 1.0 mm downstream from the downstream orifice perimeter.

Some tests involved xenon flows injected from an external source toward the orifice through flow tubes arranged as shown in Fig. 8. This flow was supplied through the flow tubes rather than via increased xenon flow through the orifice so that the xenon atom density near but outside of the orifice would be changed but plasma
Fig. 8  Setup for External-Expellant-Flow Experiments
properties and neutral densities inside the cathode and cathode orifice would not. The external flow, controlled separately from the cathode orifice flow, was introduced \( \sim 5 \) mm downstream of the orifice through three, nickel capillary tubes with 0.51 and 0.81 mm inner and outer diameters, respectively. The nickel tubes were isolated from adjacent equipment using ceramic tubes so they would float electrically during the tests and their influence on plasma properties in the region would be minimized.

A schematic diagram of the entire vacuum facility used in the experiments is shown in Fig. 9. The hollow-cathode/anode assembly was placed in a 45-cm-diameter-by-70-cm-high cylindrical vacuum chamber connected to a mechanical pump and a cryopump. The mechanical pump was used to evacuate the main chamber to around 80 mTorr (10 Pa) or lower and, also, to regenerate the cryopump through the main chamber periodically (i.e. to remove condensed gases from the cryopump). During actual testing, only the cryopump was used to maintain chamber pressure in the \( 10^{-4} \) Torr (\( 10^{-2} \) Pa) range as measured by an ionization gauge connected to the side of the cylindrical vacuum chamber. The minimum ambient pressure achieved at zero xenon flow was of the order of \( 10^{-7} \) Torr (\( 10^{-5} \) Pa). In some experiments, the ambient pressure of the chamber, \( P_0 \), was raised by throttling the flow through a gate valve located between the chamber and the cryopump. Also this was done to hold ambient pressure constant as the external expellant flow through the capillary tubes was varied.

Neutral density profiles were measured along the cathode centerline at various ambient pressure and external flow conditions using an ionization gauge, which had been modified by partially removing its glass casing to expose its active elements to
the environment. After calibration in a room-temperature, xenon atmosphere using a McLeod (high-vacuum, mercury) manometer and applying the ideal gas law with a temperature of 300 K, the gauge was installed in the vacuum chamber on a fixture that was used to move it axially along the cathode centerline. Measurements were made under no-electrical-discharge conditions so that the discharge plasma would not affect the readings.

The power supplies used to sustain steady-state cathode operation for most tests are shown schematically in Fig. 10. The 60-Hz, 10-A AC heater power supply was used to raise the cathode temperature prior to start-up. The keeper supply was used to apply 160 V at a low current level for start-up and to sustain the low-voltage, high-current (\( \sim <2 \) A) keeper discharge during normal operation. Meters installed on this supply were used to measure the keeper current, \( J_K \), and potential, \( V_K \). A 2-kV, 10-mA high-voltage power supply (not shown in Fig. 10) was used to apply a voltage to a starter electrode that was used to initiate cathode operation when the keeper was removed. Once the discharge started, this power supply was disconnected and the electrode was allowed to float. An anode power supply capable of operation at 60 V and 30 A was used to apply the anode potential, \( V_{CD} \), required to sustain a prescribed discharge current, \( J_{CD} \).

The electrostatic energy analyzer (ESA)\(^{19} \) used to measure energy distributions of ions produced in hollow-cathode discharges for these and previous tests\(^{20} \) is shown schematically in Fig. 11. The unit (Comstock Inc., Model AC-901) operates by establishing a radial, electrostatic field between two copper surfaces which form segments of spheres having a common center and different radii. The ESA was
Schematic Diagram of Electrostatic Energy Analyzer (ESA)

Fig. 11
equipped with entrance- and exit-collimator sets that had 2.0-mm-diameter apertures spaced 7.8 mm apart. Charged particles that pass through the entrance collimator are focused along different paths depending upon their kinetic energy, charge and mass. A plain stainless-steel plate was placed just beyond the exit collimator to detect ion current without amplification. A power supply and control unit provided by Comstock Inc. were used to control ESA-surface potentials. The electrostatic fields within the unit were held fixed during use by maintaining constant potential differences between the inner and outer surfaces and the collimator sets. Under this condition, only those ions with a prescribed kinetic energy (the transmission energy) at the entrance collimator were able to pass through the unit to the collector plate and be detected. As suggested in Fig. 11, ions with greater and lesser energies would strike the outer and inner surfaces, respectively. In order to sense the ion-current energy distribution, potentials on the inner, outer, and collimator surfaces were swept together with respect to facility ground potential thereby changing the amount of acceleration or deceleration experienced by ions as they approached the entrance collimator from the cathode-plasma plume.

All interior surfaces that could see ions and/or electrons were coated with graphite to prevent secondary-electron emission, sputtering damage, and/or oxidation during atmospheric exposure. The influence of this coating on the measurements associated with these experiments is described in Appendix B. The entrance collimator was covered by a mask to limit possible contamination of the graphite coating when measurements were not being made. An electromesh nickel screen with an 85%-optical-transparency open area and square openings (0.24 mm on a side) was
placed on the upstream side of a 6.4-mm-diameter entrance aperture on a grounded aluminum box that enclosed the entire ESA. It provided a potential barrier, which limited electron flow into the device and, therefore, the resultant collection of stray currents on electrical connection points and active surfaces. A ferromagnetic material with a 1.8-mm thickness, which provided shielding against geomagnetic-field effects, also enclosed the ESA.

The ESA was positioned 180 mm downstream of the cathode orifice with its entrance-collimator axis aligned with the cathode axis (i.e. looking at the cathode orifice) for all of the experiments described herein. This configuration was used because it was anticipated that the energetic ions would be created near the orifice.

In order to prevent transient discharges between the cathode plasma and facility ground, the hollow-cathode/anode assembly was floated as shown in Fig. 10. The cathode-to-ground potential difference, $V_C$, was found to be almost constant during each test and was typically $0 \sim 5$ V. The stainless steel detector plate placed downstream of the exit collimator was biased about 30 V negative with respect to ground potential using batteries to eliminate any ion dispersion that could have been induced by space-charge effects. Ion currents were sensed by a picoammeter that retransmitted this signal along with the collimator potential measured with respect to cathode potential to an X-Y recorder.

All the experiments were initiated by evacuating the vacuum chamber below $1.5 \times 10^{-6}$ Torr ($2.0 \times 10^{-4}$ Pa) using the cryopump. When the neutral density profiles were obtained, the xenon flow rates through orifice and capillary tubes ($\dot{m}_c$ and $\dot{m}_{ext}$, respectively) were set and the gate valve was adjusted to establish the
desired ambient pressure. The flow was stabilized for 30 minutes before any data were recorded.

Before ion-energy distributions were measured, the cathode was heated using a heater current, $J_H$, of 5 A for 15 minutes while xenon was being bled through the cathode at about 0.3–0.5 sccm [standard cubic centimeters per minute (at 25°C)] Xe (20–35 mA eq. Xe) to flush out possible contaminants. After an additional 15 minutes of heating at a heater current of 8 A with zero xenon flow, the keeper was biased to 160 V with respect to the cathode and the xenon flow rate was increased slowly until a discharge was initiated between the cathode and keeper. This generally occurred at 1–2 sccm Xe (70–130 mA eq. Xe). After the keeper discharge had stabilized at 0.5 A and ~20 V, anode power was applied. In the experiments where a starter electrode was used instead of the keeper, the cathode was heated using the same procedure. Then, the xenon flow through cathode was set at 1.1 sccm Xe (75 mA eq. Xe), the anode was biased 40 V positive of the cathode, and the high-voltage pulse required to initiate a discharge current of 1 A (typically 500–1000 V) was applied to the starter. In this case the discharge was stabilized using the anode power supply only.

Once the discharge was established, operating parameters such as the cathode and external flow rates, keeper current, and discharge current were set. The discharge conditions were allowed to stabilize for at least 30 minutes while the plenum interior pressure was being monitored continuously before ion-current data sensed by the ESA were collected.

The ion currents were measured using a 10-eV ESA transmission energy
established by internal bias conditions and the absolute bias on the instrument was varied over the range that yielded ion energies from a few to 100 eV. Due to the high input impedance of the picoammeter, even a small capacitance connected between the system components could cause remarkably long time-constants in the data-acquisition system. In fact, the data obtained by the system were affected by the speed at which the ESA bias potentials were swept. In order to mitigate this problem, the data were collected at a low rate where the sweeping-speed effect was minimal. In addition, the power supply unit used to set potentials on the ESA surfaces was computer-controlled to assure a steady voltage-sweep speed. The slow sweep speed also promoted noise reduction on lines which usually transmitted noises with high-frequency components.
V. Experimental Results

1. Neutral Density Profiles

In order to examine the effects of various ambient pressures and external flow rates and to incorporate the predictions derived from the models, the neutral density profiles were measured first using the movable, nude ionization gauge described in the previous chapter. Density outputs from the nude gauge, \( n_0 \), were obtained at three different ambient pressures, the highest of which were held constant as the external flow was varied from zero in two steps by throttling the flow to the cryopump. The measurements were repeated several times both with and without a keeper to obtain mean, axial density profiles. Errors observed in the repeated measurements and the precision associated with the mean profiles are discussed in Appendix B.

Figure 12 shows the effects of ambient pressure and external flow rate on the mean neutral density profiles measured when the cathode was equipped with a keeper. These data show that increasing the ambient pressure with no external flow yields a uniform increase in the density profile (Fig. 12a). On the other hand, introducing external flow while holding ambient pressure fixed causes a less obvious increase in the density (Fig. 12b).

When the keeper was removed, the mean density profiles shown in Fig. 13
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Fig. 12 Neutral Density Profiles Measured on the Centerline of the Cathode with Keeper
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were obtained and found to be similar to those measured with a keeper (Fig. 12). Although it is not obvious from the figures, careful comparison indicates that the neutral density near the orifice is slightly higher with a keeper. The effect of this difference on the ion-current energy distribution, as predicted by the scattering model of Chapter III, would be, however, trivial when the accumulated effect of neutral density over typical ion paths is considered (Eq. (2)).

In order to examine accuracy of measurements, magnitudes of density profiles obtained from measured and extrapolated densities were compared with those predicted from orifice geometry and cathode flow rate using a continuum/free-molecular model at a zero external flow condition. In the model, it is assumed that the neutral density consists of additive main-cathode-flow-dependent and ambient-pressure-dependent components. The first component is computed from the cathode flow rate through the orifice assuming 1-D, isentropic, continuum flow from a stagnation temperature of 300 K through the cathode tube and through the orifice to the point where the Mach number reaches unity. The continuum velocity of xenon would be 199 m/sec at this point while the corresponding free-molecular thermal velocity would be essentially the same (190 m/sec). It is assumed that the flow turns abruptly free molecular and expands conically downstream of the unity-Mach-number transition point, which is still inside the orifice. The expansion cone matches the orifice shape (extreme diameters and thickness) and is characterized by an apex (source point) that is 3.7 mm upstream from the downstream face of the orifice and an 11° half angle. The second (ambient) component of density is computed using the ideal gas law, a measured ambient pressure, and the assumed gas temperature.
Figure 14 compares the estimate obtained using this flow model (solid line) with measured/extrapolated neutral density profiles measured with and without a keeper over the range $z = 15-120$ mm and extrapolated for $0 < z < 15$ mm and $z > 120$ mm for the orifice flow rate of 4.0 sccm Xe. The extrapolations of the experimental data were accomplished by fitting the same continuum/free-molecular model to the measured profiles using parameters which reflected conical expansion from an origin offset from the orifice and the linear dependence on measured ambient pressure. The extrapolations were executed separately using data measured with and without a keeper to obtain the data shown in the two curves of Fig. 14. The figure shows that near the cathode theoretical neutral densities are an order of magnitude greater than the measured/extrapolated ones. It could be argued that the theoretical calculation shown here is a crude estimate. It is noted that the theoretical curve would agree more closely with the others, if the flow from the orifice were allowed to expand through a solid angle greater than that of the orifice, which is 0.11 sr and only $\sim 2\%$ of $2\pi$ sr (the solid angle associated with a half sphere). It is also noted that the measurements were obtained using a nude gauge with large active component sizes ($\sim 1$ cm in the direction normal to the cathode centerline) and this is expected to result in poor spatial resolution near the 0.81-to-1.47-mm-diameter cathode orifice.

When extrapolations of neutral density profiles with various external flow rates were needed to investigate the effects in the high-energy-ion-production models, a component associated with the external flow was added to the measured/extrapolated profiles just discussed. This external-flow-dependent component was observed to
Fig. 14  Comparison of Theoretical and Measured/Extrapolated Neutral Density Profiles with Zero External Flow
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drop exponentially as a function of distance from the orifice in the experiments and its origin was assumed to be 5 mm downstream of the orifice. The required parameters for the external-flow-dependent component are a flow-rate proportionality constant and a decay rate. They were determined using the approach associated with Fig. 14 for cases with and without a keeper.

2. Anode and Keeper Potentials

Figure 15 shows typical anode potentials along with keeper potentials if a keeper was installed. Potentials were measured with respect to cathode potential as functions of ambient pressure and external flow rate. As seen from the figure, the potentials were almost constant when the ambient pressure was changed and they decreased slightly when the external flow rate was increased. In all cases, however, the anode potential which was the highest electrode potential in the system, was less than 20 V with respect to cathode potential (the lowest potential surface in the system). Since the ion energies were measured with respect to cathode potential, one might at first glance expect them to be not significantly greater than those corresponding to the anode potential.

3. Ion-Current Energy Distributions

a. Typical Data and Analysis Scheme

Typical ion-current energy distribution data obtained with the keeper installed, which indicate the effect of changes in ambient pressure, are shown in Fig. 16a. These data, which are ion currents sensed directly by the ESA divided by its energy
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Fig. 16 Typical Ion-Current Energy Distribution Data
resolution,\textsuperscript{20} were analyzed using Eq. (4) in Chapter III to obtain data suitable for comparison with scattering model predictions as shown in Fig. 16b. The analysis was accomplished by first selecting a reference distribution, \([dJ_f(e)/de]_{\text{ref}}\) from among the measured ones. For the data of Fig. 16a, the one measured at the lowest ambient pressure (solid line) was picked. Then, normalized ion-current energy values were computed as the ratios of corresponding distribution values at each ion energy

\[ [dJ_f(e)/de]/[dJ_f(e)/de]_{\text{ref}} \]

The resulting curves plotted in Fig. 16b indicate the effect of the pressure change on the ion-current distribution. For example, the normalized distribution at \(1.6 \times 10^{-4}\) Torr (dashed line) is greater than unity for energies less than \(-40\) eV and less than unity for energies greater than \(-40\) eV. This means that increasing the pressure above the reference state has induced an increase in the ion currents at energies below \(-40\) eV and a decrease in these currents at energies above \(-40\) eV. Of course, the normalized plot associated with the reference distribution in Fig. 16b is a horizontal line with a magnitude of unity.

Uncertainty and accuracy considerations limit the energy range over which normalized data can be presented. On the low side the energy limit corresponds to anode potential, which is considered to be close to ambient plasma potential, and on the high side it is defined as the energy at which the measured reference ion current has dropped to 5% of its maximum value.

b. Ambient Pressure Effects

Figure 17 shows the effect of ambient pressure on the normalized ion-current energy distribution for cases where the cathode was operated with and without a keeper. The reference profile for each figure is the lowest pressure one. It should be
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noted that the normalized distributions shown in Fig. 17a are slightly different from
the ones shown in Fig. 16b since the distributions shown in Fig. 17 are the mean
profiles from several different tests (see Appendix B) while Fig. 16 shows typical data
obtained in a particular test series. In both cases with and without a keeper,
increasing the ambient pressure causes smaller ion currents to flow at energies greater
than 30–35 eV and greater ones at energies below this range.

The corresponding effect of ambient pressure predicted using the scattering
model (i.e. the right-hand side of Eq. (4) in Chapter III with $z_1 = \sim 0$ mm and $z_2 =
180$ mm, the distance between the cathode orifice and the ESA) are plotted in
Fig. 18. It should be noted that the predictions are dependent only on the difference
in the ambient pressure because only the difference in the neutral density profiles
appears in Eq. (4). The scattering model reflects only the effects of collisional losses
on the ions and it includes no mechanism for ion production. The ion current
distribution of Fig. 18, therefore, shows a decrease over the entire energy range as
neutral density is increased. Here, elastic collisions are represented by a hard-sphere
model in which cross sections are determined directly from the atomic radius of
xenon and are independent of relative ion kinetic energy while the charge-exchange
cross section is only a weak function of this energy in this range. The data in this
figure, therefore, show a weak dependence on ion energy.

When the experimental results shown in Fig. 17 are compared with the
predictions of Fig. 18, one sees reasonable agreement for energies above 35–40 eV
except for energies above $\sim 50$ eV in Fig. 17b where crossover of curves occurs
possibly because of the effect of noise. In all cases, agreement is poor at energies
Fig. 18 Effect of Ambient Pressure on Ion-Current Energy Distributions Computed using the Scattering Model
below 35—40 eV. There are, however, collisional mechanisms not reflected in the scattering model, which might explain this poor agreement at low energies. First, there could be collisions with neutrals which would cause ions to be scattered into the acceptance angle of the ESA or change their energy with almost no change in direction. Another mechanism, which could cause increases in ion currents at lower energies, would involve successive charge-exchange collisions with a small energy loss; the first collision would occur between high-energy ions and low-energy neutrals and the second between the resulting high-energy neutral and a low-energy ion would regenerate a high-energy ion. However, analysis shows these effects should be insignificant under the experimental conditions of Fig. 17. The first mechanism has a small effect because the small ESA acceptance angle (8°) should prevent most of the collection of lower-energy ions created via scattering. The effect due to the second mechanism is small because the ion density is too low in the ambient plasma far from the cathode orifice to regenerate a significant high-energy ion current via charge-exchange collisions.

c. External Flow Rate Effects

The experimentally measured effects of external flow rate on normalized ion-current energy distributions are shown in Fig. 19 for cases where the cathode was operated with and without a keeper. Again these are mean curves and their precision is discussed in Appendix B. These data are similar to those associated with ambient pressure changes in that the normalized distributions drop at the higher energies and increase at lower ones as the external flow rate and, hence, the neutral density is increased. However, the flow rate changes induce both more consistent trends and
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**Fig. 19** Effect of External Flow Rate on Measured Ion-Current Energy Distributions
greater changes in the magnitudes of the normalized ion currents than the changes in ambient pressure.

Figure 20 shows the predicted effect of external flow obtained from the scattering model described in Chapter III with $z_1 = -0$ mm and $z_2 = 180$ mm. Again, ambient pressure is taken as arbitrary since only the difference in neutral density appears in the model. The plots of Fig. 20 all show that scattering alone should cause the normalized energy distribution of ion currents to decrease over the entire range of energies and depend only slightly on the ion energy as the flow is increased. It should also be noted that the drops in the normalized distributions are smaller than those predicted for the changes introduced in ambient pressure because the changes in neutral density profiles introduced by the external flows were smaller.

Recall that increases in ambient pressure resulted in increases in neutral density globally that caused reductions in the normalized ion-current energy distribution at energies above $\sim 35$ eV, which were in fairly good agreement with the predictions of the scattering model. Comparison of the data of Figs. 19 and 20 shows, however, that increasing the neutral density near the cathode by increasing the external flow rate does not yield such good agreement between predicted and measured normalized ion-current energy distributions in this energy range. This adds to the evidence that the scattering model, which is representative of the MHD mechanism, is not descriptive of the ion acceleration that takes place near a hollow cathode orifice.
Effect of External Flow Rate on Ion-Current Energy Distributions

**Figure 20**

a. With Keeper

b. Without Keeper

- **NORMALIZED ION-CURRENT ENERGY DISTRIBUTION**

**ION ENERGY [eV]**

- Without Keeper:
  - $I_n$ = 1.72 sccm Xe
  - $I_n$ = 0.86 sccm Xe

- With Keeper:
  - $I_n$ = 1.72 sccm Xe
  - $I_n$ = 0.86 sccm Xe

(Reference)
VI. Neutral Density Effects in the Potential-Hill Model

As seen in the previous chapter, the scattering model does not appear to offer an adequate explanation of experimentally observed ambient-pressure and external-flow-rate effects. For the MHD mechanism or any mechanism similar to it in the sense that energetic ions are assumed to be created inside the cathode or the orifice, no effect other than scattering is expected to change the ion-current energy distributions. In the potential-hill mechanism, which involves energetic ion production in a region of elevated potential downstream of the orifice, on the other hand, both ambient pressure and external flow could induce increases in ion currents at some energies.

1. Effect on the Height of the Potential Hill

In developing a model of the potential-hill mechanism to estimate the effect of neutral density profiles on the height of a potential hill, it is assumed that mono-energetic, primary electrons ejected through the hollow cathode orifice expand through a solid angle $\Omega$ into a downstream plasma as shown in Fig. 21a. In so doing they gain energies corresponding to the potential difference between the cathode and the potential-hill peak. These high-energy electrons then collide with neutral xenon atoms and create ions and low-energy electrons in the hill region ($z_u < z < z_d$). Any
a. Geometry

b. Plasma Potential Profile

Fig. 21 Potential-Hill Model
c. Simplified Plasma Potential Profile

Fig. 21 Potential-Hill Model (Continued)
excess, high-energy electrons which do not ionize neutrals pass through the hill region and flow directly into the ambient plasma \((z > z_a)\). In the steady state, ions are removed from the potential-hill region by the electric fields that develop at its upstream and downstream boundaries while electrons resulting from impact ionization collide with each other and thermalize quickly into a group characterized by a Maxwellian distribution. These low-energy, Maxwellian electrons are trapped and they initially accumulate in the potential hill until their partial pressure becomes sufficient to enable them to overcome electric field forces at the edges of the hill and escape (the steady state). Figure 21b shows the plasma-potential profile that is postulated. The potential in the potential-hill region is assumed to be uniform at \(V_p\) and upstream of the hill there is a boundary layer \((z_c < z < z_u)\), within which ions and primary electrons counter-flow and across which the potential drops to the cathode potential. Downstream of the hill there is another boundary layer \((z_d < z < z_a)\), within which ions and primary electrons flow downstream together and across which the potential decreases from the peak value of \(V_p\) to \(V_a\) in the ambient plasma.

In order to compute the continuous potential profile through a hill like that shown in Fig. 4b, the Poisson equation could be solved to determine the effects of the net electric charge distributed along the path. This approach is, however, complicated by the fact that singularities in ion speeds exist at the crest of the hill. This complication can be overcome by applying Gauss’s law so the potential hill and point of singularity will be enclosed in the associated Gaussian surface. This approach was used and the potential profile was simplified further and represented by linear segments with discontinuous slopes as shown in Fig. 21c. Applying Gauss’s law, the
following equation is obtained to relate the electric fields at the boundaries of and net charge within the potential-hill region:

\[
\frac{V_p}{z_a - z_c} \Omega z_a^2 + \frac{V_p - V_a}{z_a - z_d} \Omega z_d^2 = \frac{e}{\epsilon} \int_{z_a}^{z_d} (n_+ - n_e) \Omega z^2 \, dz
\]

(5)

where \(n_+\) and \(n_e\) are the densities of xenon ions and electrons, respectively.

The electron density in the hill region is assumed to be composed of both high-energy, primary (mono-energetic) and low-energy, Maxwellian groups. If losses from the primary group associated with ionization collisions are neglected, the primary electron density, \(n_{ep}\), is determined by electron emission current from the cathode, \(J_e\), through the equation

\[
n_{ep} = \frac{J_e}{e v_{ep} \Omega z^2}
\]

(6)

where \(v_{ep}\) is the electron speed. This speed is, in turn, expressed using the peak potential and the mass of electron, \(m_e\), by the equation

\[
v_{ep} = \sqrt{\frac{2eV_p}{m_e}}.
\]

(7)

The density of the low-energy, Maxwellian electrons trapped inside the hill must be greater than that of the electrons in the ambient plasma so the electron momentum balance can be maintained in the presence of the potential difference between the hill and the ambient plasma. This difference in densities is reflected in the Boltzmann (barometric) equation which incorporates the assumption that the electron temperature is uniform throughout the potential-hill and ambient plasma.
regions. Specifically, the Maxwellian electron density, $n_{em}$, is related to the ambient electron density, $n_{ea}$, and the temperature, $T_{ea}$, by the equation

$$n_{em} = n_{ea} \frac{z_{a}^{2}}{z^{2}} \exp \left( \frac{e(V_{p} - V_{a})}{k_{B}T_{ea}} \right)$$

(8)

where $k_{B}$ is the Boltzmann constant. The second factor in the right-hand side of Eq. (8) accounts for spherical expansion effects in the model. It should be noted that the assumption of a uniform electron temperature is relatively crude and, therefore, open to eventual improvement. The total electron density on the hill is then expressed as a sum of the two components to obtain

$$n_{e} = n_{ep} + n_{em} = \frac{J_{e}}{\Omega z^{2}} + n_{ea} \frac{z_{a}^{2}}{z^{2}} \exp \left[ \frac{e(V_{p} - V_{a})}{k_{B}T_{ea}} \right].$$

(9)

If it is assumed that ions are created only on the top of hill, their production rate is given by

$$\int_{z_{u}}^{z_{d}} n_{ep} n_{0} \sigma_{i} v_{ep} \Omega z^{2} dz = \int_{z_{u}}^{z_{d}} \frac{J_{e}}{\Omega z^{2}} n_{0} \sigma_{i} \Omega z^{2} dz = \int_{z_{u}}^{z_{d}} \frac{J_{e}}{\Omega} n_{0} \sigma_{i} dz$$

where $n_{0}$ is the neutral density, which varies as a function of position, $z$, and $\sigma_{i}$ is the ionization cross-section, which depends on the energy of the ionizing (primary) electrons, $V_{p}$. Once produced, these ions are assumed to escape randomly into the regions upstream and downstream of the potential hill with velocities $v_{iu}$ and $v_{id}$ and at rates $n_{+} v_{iu} \Omega z_{u}^{2}$ and $n_{+} v_{id} \Omega z_{d}^{2}$, respectively. In obtaining these expressions it is assumed that the ion density on the hill, $n_{+}$, is uniform. Equating the production
and loss rates of ions, one obtains

\[ n_+ \Omega \left( v_{iu} z_u^2 + v_{id} z_d^2 \right) = \int_{z_u}^{z_d} \frac{J_e}{e} n_0 \sigma_i \, dz. \]  \hspace{1cm} (10)

The velocities, \( v_{iu} \) and \( v_{id} \), at which the ions escape from the hill are determined by the Bohm condition for a stable sheath. When both low-energy, Maxwellian electrons with temperature \( T_e \) and mono-energetic, primary electrons with energy \( e_p \) are present, the Bohm velocity, \( v_B \), is given by

\[ v_B = \sqrt{\frac{k_B T_e}{m_i} \left( \frac{n_m + n_p}{n_m + \frac{k_B T_e}{2 e_p} n_p} \right)} \]  \hspace{1cm} (11)

where \( m_i \) is the ion mass and \( n_m \) and \( n_p \) are the densities of Maxwellian and primary electrons, respectively. In the specific case discussed here, Eq. (11) is applied using the densities \( n_{em} \) and \( n_{ep} \) evaluated at \( z_u \) to compute \( v_{iu} \) and evaluated at \( z_d \) to compute \( v_{id} \) for \( n_m \) and \( n_p \), respectively. The electron temperature, \( T_{ea} \), and the primary electron energy, \( e V_p \), are assumed to be constant over the crest of the hill and used for the Maxwellian temperature and primary electron energy in Eq. (11). The ion density in the hill region can then be obtained using Eq. (10) in the form

\[ n_+ = \int_{z_u}^{z_d} \frac{J_e}{e} n_0 \sigma_i \, dz. \]  \hspace{1cm} (12)

There is a backflow of positive xenon ions to the cathode as suggested in Fig. 21b. The electron emission current, \( J_e \), which appears in Eqs. (9) and (12), will
be slightly different from the cathode discharge current, $J_{CD}$, because of this. In all the cases investigated here, however, the ion current flowing upstream from the hill region, $e n_+ v u_+ Q z_u^2$, is found to be so small compared to the electron emission current, $J_e$, that $J_e$ can be replaced with the gross, cathode discharge current, $J_{CD}$. It should be noted that the total current flowing through the cathode orifice is the sum of the discharge and keeper currents, $J_{CD}$ and $J_K$. However, only the discharge current flows to the ambient plasma through the potential-hill region and, therefore, only this component will appear in subsequent equations.

Finally, by substituting Eqs. (9) and (12) into Eq. (5), the peak potential, $V_p$, can be related to the parameters of the problem that describe cathode operation ($J_{CD}$ and $n_0$, which would in turn be determined by $m_e$, $m_{exp}$, and $P_0$), the potential-hill geometry ($z_c$, $z_u$, $z_d$, $z_a$, and $\Omega$), and the ambient plasma properties ($V_a$, $n_{ea}$, and $T_{ea}$). Before the effects of these parameters are investigated to determine which are most significant, it is instructive to examine the effect of peak potential on the two sides of Eq. (5). The results of doing this are shown in Fig. 22 for the typical values of the parameters given in Table 2. The values associated with the size of potential-hill region, $z_c$, $z_u$, $z_d$, and $z_a$, were selected from the size of luminous region observed in the experiments while the others were either controlled parameters ($J_{CD}$), based on the measurements ($V_a$ and $n_0$) in the experiments, or considered reasonable ($\Omega$, $n_{ea}$, and $T_{ea}$). The figure shows that the right-hand side of Eq. (5), which reflects the effects of the net charge in the hill region, is much greater in magnitude than the left-hand side. In fact, the left-hand side, which is computed from the electric fields, is indistinguishable from the axis of abscissa in the figure. This indistinguishability
Table 2  Nominal Values of Parameters Used in the Potential-Hill Model Calculations

<table>
<thead>
<tr>
<th>Geometrical Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cathode Plasma Boundary ([z_c])</td>
<td>0.5 mm</td>
</tr>
<tr>
<td>Upstream Edge ([z_u])</td>
<td>1 mm</td>
</tr>
<tr>
<td>Downstream Edge ([z_d])</td>
<td>5 mm</td>
</tr>
<tr>
<td>Ambient Plasma Boundary ([z_a])</td>
<td>7 mm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cathode Discharge Condition</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Discharge Current ([I_{CD}])</td>
<td>20 A</td>
</tr>
<tr>
<td>Solid Angle ([\Omega])</td>
<td>(\pi) sr</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ambient Plasma Properties</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient Plasma Potential ([V_a])</td>
<td>16 V</td>
</tr>
<tr>
<td>Ambient Electron Temperature ([T_{ea}])</td>
<td>2 eV</td>
</tr>
<tr>
<td>Ambient Electron Density ([n_{ea}])</td>
<td>(1 \times 10^{10}) cm(^{-3})</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Neutral Density Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cathode Flow Rate ([\dot{m}_c])</td>
<td>4.0 sccm Xe (265 mA eq. Xe)</td>
</tr>
<tr>
<td>External Flow Rate ([\dot{m}_{ext}])</td>
<td>0</td>
</tr>
<tr>
<td>Ambient Pressure ([P_0])</td>
<td>(2.1 \times 10^{-4}) Torr (2.8 (\times 10^{-2}) Pa)</td>
</tr>
</tbody>
</table>

The neutral density profiles used in analysis were those based on measurements made with a keeper installed.
remains even when sheath thicknesses, which appear in the denominators of the left-hand-side terms, are at their minimum (Debye length) values determined from the Maxwellian electron densities at $z_u$ and $z_d$. As the figure indicates, the solution corresponds to the peak potential where the two curves intersect and the fact that the left-hand side lies along the axis of abscissa indicates that the charges in the potential-hill region neutralize each other essentially completely. This enables one to neglect the left-hand side and rewrite Eq. (5) as follows:

$$\int_{z_u}^{z_d} n_e z^2 \, dz = \int_{z_u}^{z_d} n_e z^2 \, dz$$

or

$$\frac{J_{CD}}{e \Omega} \left\{ \frac{\sigma_i}{v_{iu} z_u^2 + v_{id} z_d^2} \frac{z_d^3 - z_u^3}{3} \right\} = \left\{ \frac{J_{CD}}{e \Omega} + n_e a z_a^2 \exp \left[ \frac{e(V_p - V_a)}{k_B T_{ea}} \right] \right\} (z_d - z_u).$$

(13)

Again, it should be noted that the electron emission current, $J_e$, has been replaced by the cathode discharge current, $J_{CD}$.

The problem is now reduced to solving Eq. (13) for the peak potential, $V_p$, at prescribed operating and plasma conditions. It should be noted that the first term on the right-hand side of the equation, which is associated with the density of primary electrons from the cathode, is generally negligible compared with the second term, which is associated with the Maxwellian electron density. Thus, it will generally also be possible to neglect the primary electron term unless the electron temperature is
small. For this analysis, however, Eq. (13) was not simplified further because low electron temperatures were considered.

Peak potentials were computed as functions of the parameters of the problem using Eq. (13). Results obtained by varying the parameters around the nominal values given in Table 2 except the cathode plasma boundary, \( z_c \), which was eliminated with the left hand side of Eq. (5), and the ambient plasma potential, \( V_a \), which was considered to be constant, are shown in Figs. 23 to 26. Figure 23 shows the sensitivity of peak potential to variations in the geometrical parameters \( z_u \), \( z_d \), and \( z_a \). The data of Fig. 23 indicate that the peak potential is relatively insensitive to variations in these parameters over the ranges and at the nominal values indicated in the figure.

The effects of discharge current and solid angle appear as the ratio \( J_{CD}/\Omega \) in Eq. (13) and the sensitivity of peak potential to this ratio is shown in Fig. 24. The figure shows that peak potential undergoes a nominal increase as discharge current per unit solid angle is increased.

Peak potential is more sensitive to changes in the properties of the ambient plasma, which is assumed in the model to be coupled to the low-energy electrons in the hill region. This sensitivity is shown in Fig. 25. The fact that a greater electron temperature or lower electron density induce greater peak potentials is consistent with the idea that greater potentials are required to draw in the electrons needed to neutralize ion space charge when electron temperatures are greater and densities are lower. Results obtained to this point indicate that the peak potential is most sensitive to these parameters.
Fig. 24   Effect of Discharge Current per Unit Solid Angle on Peak Plasma Potentials Computed using the Potential-Hill Model
a. Effect of Ambient Electron Temperature

b. Effect of Ambient Electron Density

Fig. 25 Effects of Ambient Plasma Properties on Peak Plasma Potentials
Computed using the Potential-Hill Model
Fig. 26 Effects of Neutral Density Parameters on Peak Plasma Potentials
Computed using the Potential-Hill Model
Figure 26 shows the sensitivity of peak potential to changes in the neutral density environment downstream of the orifice. Results shown in Fig. 26 suggest that changes in external flow rate and ambient pressure over the ranges used in the experiments should have a negligible effect on peak potential. At first glance, this appears inconsistent with the experimental results of Figs. 17 and 19, which reveal shifts in the ion-current energy distributions to lower energies as the ambient pressure or external flow rate was increased. It should be noted, however, that the electron temperature could vary with neutral density in the potential-hill region and this could affect the peak potential.

2. Effect of Charge-Exchange Collisions on Moderate-Energy Ion Production

The potential-hill model of high-energy ion production discussed in the preceding section is deficient 1) because it predicts ions are created only on the crest of the hill and will, therefore, all have the same energy (equal to the peak-to-cathode potential difference) and 2) because changes in neutral density parameters have just been shown to have a negligible effect on peak potential. These deficiencies can be addressed, however, by introducing the effect of charge-exchange collisions between the high-energy ions created on the hill and neutrals near the cathode. The effects should be significant because charge-exchange mean free paths are in the order of millimeters near the orifice at the neutral densities given in Fig. 14. These mean free paths are extremely small compared with 10-cm-order values in the ambient plasma.

The mechanisms involved can be understood by recognizing that ions created at the crest of potential hill undergo both acceleration and charge exchange as they
fall through the potential gradient on the downstream side of the hill. The low-energy ions that result from this process gain kinetic energies only as they fall down the rest of the potential hill so they are detected with moderate energies. Increases in neutral density induce increases in charge-exchange rates and, therefore, in the currents of these lower-energy ions even though the data of Fig. 26 showed neutral density changes had a negligible effect on the peak potential. It is noted that this effect will not be observed in any MHD-like model which does not involve the existence of a potential hill because all low-energy ions created by the charge-exchange collisions in the vicinity of orifice would be drawn upstream into the cathode by the adverse electric field shown schematically in Fig. 3b.

The ion-current energy distribution at position $z$ (and potential $V$) expressed as $dJ_i(e)/de$ can be used to determine the charge-exchange-modified distribution at location $z + \Delta z$ (and potential $V - \Delta V$). The resulting distribution, which is the sum of a collisionless component of the original distribution at $z$ and a low-energy component generated by charge-exchange collisions, is given by

$$\left. \frac{dJ_i(e)}{de} \right|_{z+\Delta z} = \left. \frac{dJ_i(e)}{de} \right|_{z} \exp\left[-n_0(z) \sigma_{ce}(e-eV) \Delta z\right]$$

$$+ \delta(e=eV) \int_{eV}^{\infty} \left. \frac{dJ_i(e)}{de} \right|_{z} (1 - \exp[-n_0(z) \sigma_{ce}(e-eV) \Delta z]) \, de$$

where $\delta$ is a function which takes a magnitude of $1 / (e \Delta V)$ in the range of $e(V - \Delta V / 2) < e < e(V + \Delta V / 2)$ and is zero otherwise and $\sigma_{ce}$ is the charge-exchange collision cross-section. By applying Eq. (14) repeatedly from position $z_d$, the downstream edge of potential hill where all ions have an energy corresponding to the
escape velocity, $v_{id}$, and a current, $e n_{+} v_{id} \Omega z_{d}^{2}$, the ion-current density distribution at position $z_{a}$, the upstream boundary of ambient plasma, can be determined. The downstream distribution at $z_{a}$ is dependent upon the neutral density and potential profiles downstream of the crest.

Assuming a linear potential variation from the peak potential at $z_{d}$ to ambient potential at $z_{a}$ as shown in Fig. 21c and using neutral densities extrapolated from data in Fig. 12, the results plotted in Fig. 27 were obtained. These results show that increasing the neutral density by either increasing the ambient pressure or the external flow rate induces increases in the ion-current distribution with energies in the range associated with the peak and ambient plasma potentials at the base of the potential hill, $z_{a}$. If the effects of scattering and charge-exchange collisions between this location and the point of ion-current detection are applied to the data of Fig. 27 to obtain a prediction of what an ESA would sense, the data of Fig. 28 are obtained. The comparison of data in Figs. 27 and 28 shows that the effect of the collisions that occur in the ambient plasma dominates over the charge-exchange effects that occur on the downstream side of the potential hill, $z_{d} < z < z_{a}$. Further, the computed effect of ambient pressure is greater than that of external flow rate and this is opposite to the measured observation. It should be recalled, however, that the pressure data used to estimate the neutral density profiles are based on an extrapolation into the potential-hill region and these densities may be underestimated at that location.

The measured and computed results would be brought into closer agreement if greater neutral density changes near the cathode and lesser ones downstream of it were used in the numerical model. It should be remembered that the neutral density
Fig. 27 Effects of Neutral Density Parameters on Ion-Current Energy Distributions at the Ambient Plasma Boundary Computed using the Potential-Hill Model
a. Effect of Ambient Pressure

$$P_0 = 1.1 \times 10^{-4} \text{ Torr}\quad (1.5 \times 10^{-2} \text{ Pa})$$

$$P_0 = 1.6 \times 10^{-4} \text{ Torr}\quad (2.2 \times 10^{-2} \text{ Pa})$$

$$P_0 = 2.1 \times 10^{-4} \text{ Torr}\quad (2.8 \times 10^{-2} \text{ Pa})$$

b. Effect of External Flow Rate

$$\dot{m}_{\text{ext}} = 0\quad (\text{REFERENCE})$$

$$\dot{m}_{\text{ext}} = 0.86 \text{ sccm Xe}\quad (57 \text{ mA eq. Xe})$$

$$\dot{m}_{\text{ext}} = 1.72 \text{ sccm Xe}\quad (115 \text{ mA eq. Xe})$$

Fig. 28 Effects of Neutral Density Parameters on Ion-Current Energy Distributions
180 mm downstream from the Orifice Computed using the Potential-Hill Model
profiles are approximated using three components with different dependencies on the distance from the cathode: uniform, proportional to the reciprocal to the square of the distance with an offset, and exponential. The second component causes the density to increase most near the orifice and least for downstream. In order to show a possible closer agreement of the results obtained in the potential-hill model with the measurements including the scattering collision effects in \( z_d < z < z_a \), this component was increased artificially. A 100% increase yields the ion-current energy distribution plotted in Fig. 29. It shows about a 40% increase in ion current in the energy range from 16 to 31 eV. It should be noted that increases shown in this figure would not be expected when the other two neutral-density components are increased since the increase of neutral density near the cathode would not dominate over the increase downstream.
Fig. 29 Change of Ion-Current Energy Distribution 180 mm downstream from the Orifice Computed using the Potential-Hill Model with Artificially Increased Neutral Density
VII. Conclusions

Energy distributions of ion currents measured downstream of high-current hollow cathodes using an electrostatic energy analyzer confirm the existence of substantial currents of ions with energies greater than that associated with the cathode-to-anode potential difference (−16 V). Either increasing the ambient pressure or adding external flow introduced immediately downstream of a hollow cathode operating under nominal, high-current conditions induces an increase in the distribution of ion currents with moderate energies ($E < -25$ to $-35$ eV) and a decrease in the distribution for high energies ($E > -25$ to $-35$ eV). The magnitude of the current distribution increase in the moderate energy range is greater for a cathode equipped with a toroidal keeper than for one without a keeper, but the distribution in the high energy range does not seem to be affected by a keeper.

There is no mechanism by which the ion current at any energy can be increased significantly by increasing the downstream neutral density in the MHD model of energetic-ion production in high-current hollow cathodes. Hence, the measured effects of increased neutral atom density cannot be explained using this model. The potential-hill model of energetic-ion production does include a charge-exchange mechanism through which changes in neutral atom density could induce combined increases in the currents of ions with moderate energies and decreases in
high energy ions. The existing, simplified version of the potential-hill model does not yield ion-current-energy-distribution changes induced by neutral density changes that agree with measured distribution changes.
VIII. Future Work

The present potential-hill model can be improved by 1) allowing ion production and charge-exchange processes to occur over the entire hill (i.e. at all potentials) and 2) by using neutral density data that are both more accurate and measured closer to the cathode. Methods such as those involving laser-induced fluorescence (LIF) should be considered 1) to achieve better spatial resolution especially near the cathode orifice and 2) to enable measurement during actual cathode operation. This potential-hill model could also be improved by modification of the Boltzmann (barometric) equation to reflect such effects as a non-uniform electron temperature.
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Appendix A: Zenith-Angle Distribution Measurements of Copper Erosion Rates near High-Current Hollow Cathodes

Although the measurement of ion-energy distributions associated with high-current hollow cathodes are essential to an understanding of the erosion they cause in practical ion-thruster applications, it is the erosion itself that is of primary interest. Further, energy distribution experiments are both time-consuming and expensive. Here, quick, straightforward erosion measurements are obtained using copper erosion targets. Similar tests conducted by Friedly and Wilbur using high-current xenon hollow cathodes were made with the targets placed on the cathode centerline only. The tests reported here, on the other hand, used copper strips which extended from the cathode centerline to a direction parallel to the plane of orifice plate. Hence, erosion rates were obtained as a function of zenith angle measured from the cathode centerline toward a direction parallel to the plane of the orifice plate. The tests are also appealing because they involve exposure of the copper erosion strips to a hollow-cathode discharge for times (2–20 hours) that are significantly shorter than thruster lifetests (1,000–10,000 hours).

1. Apparatus and Procedures

The anode-cathode assembly used for the test and shown in Fig. A1 is identical to the one described in Chapter IV except it has a slightly different orifice.
Fig. A1  Setup for Erosion Tests
The orifice bore, which was originally a 0.71-mm-diameter, right-circular cylinder, was chamfered as a result of operation at high current levels to yield an orifice with measured, upstream and downstream diameters of 0.71 mm (±10%) and 1.65 mm (±10%), respectively. Post-test measurements of orifice bore confirmed that enlargement was negligible during the tests. In some tests, the starter electrode was also used instead of a keeper after the manner described in Chapter IV.

Figure A1 also shows a copper erosion strip positioned on a semi-circular arc which is equi-distant (25 mm) from the orifice. Figure A2 is a detailed diagram in which zenith angle is defined and the strips, which were made of 5-mm-wide-by-50-mm-long copper plate, are shown. Each segment of the plate was polished to an average roughness (average magnitude of height/depth from the mean surface) of 0.05 μm or less. The notches shown in Fig. A2 were machined after the polishing to facilitate bending into the desired arc without distorting the individual flat segments in the strip significantly. Spray-on graphite was applied to all but a narrow band on the face of the strip which would be exposed to the discharge plasma. The graphite, which was removed using a solvent after the test, served to provide an erosion-free reference surface for post-test measurements of the erosion depths along the exposed band.

Figure A3 shows the neutral-density profiles measured on the cathode centerline at different external flow rates, $m_{exr}$, by the movable, nude (glass-casing-removed), Shultz-Phelps ionization gauge that is described in Chapter IV. These measurements were made when there was no hollow-cathode discharge.

Erosion tests were initiated by first establishing a steady discharge between the
Fig. A3 Neutral-Density Profiles Measured on the Cathode Centerline at Different External Flow Rates
cathode and anode with the erosion strip positioned more than 150 mm downstream of the cathode. The procedure to start cathode discharge was exactly the same as that described in Chapter IV.

Once a discharge was established, the desired test conditions were set and the discharge was allowed to stabilize for 30 minutes before the actual erosion tests were initiated by positioning an erosion strip on an arc 25 mm from the orifice and holding it at cathode potential. During the test, discharge current, $J_{CD}$, and voltage, $V_{CD}$, keeper current, $J_K$, and voltage, $V_K$, ambient pressure, $P_0$, cathode flow rate, $m_c$, and external flow rate, $m_{\text{ext}}$, were recorded at 20-minute intervals and the strip surface was observed through the viewing slit in the anode to assure the graphite coating on the reference surface remained intact. Typically, tests were conducted for times that ranged from 2 to 10 hours of cathode operation depending on the expected erosion-rate magnitude; longer tests (up to 20 hours) were conducted in two separate segments (up to 10 hours each) with ~10-hour intermission between the segments during which high vacuum was maintained.

After a test, the strip was retrieved and the graphite coating was removed using acetone to first wipe it and then clean it ultrasonically. Sputter-erosion profiles were next measured across sections of the strip at locations corresponding to different zenith angles using a surface profilometer. Figure A4 shows profiles across a strip obtained before (Figs. A4a and A4b) and after sputter erosion (Fig. A4c) at zero zenith angle. Before a test, the mean roughness $R_a$ of a reference surface like that shown in Figs. A4a (as recorded) and A4b (digitized and re-plotted for better appearance) was measured and found to be 0.01 $\mu$m. Figure A4c shows a profile
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Fig. A4 Typical Surface Profiles on an Erosion Strip at Zero Zenith Angle
across the same erosion strip after the test. The original profilometric trace was
digitized and re-plotted just as Fig. A4b was. The profile includes both the erosion
trench, which is at the center of the figure, and the reference surface protected by the
graphite coating, which is shown both to the left and right of the eroded region. The
reference surface shown in the figure appears rougher than that in Figs. A4a and
A4b. This occurred because a higher profilometer magnification was used to obtain
the detail shown in Fig. A4c. This roughness in the reference surface is still,
however, seen to be small compared to the mean depth of the erosion trench shown in
Fig. A4c. Mean depths measured from trench edges were divided by test durations to
obtain erosion rates; for the case of Fig. A4c, specifically, this yields a mean depth of
5.75 µm and a mean copper erosion rate of 0.383 µm/hour over the 15-hour test
time.

The erosion rates obtained in these tests are subject to two major uncertainties;
errors associated with erosion depth measurement and test repeatability factors that
could be related to variations in conditions pertaining to sputtering and cathode
operation. Initial surface roughness and/or curvature of pre-test profiles could
preclude determination of the precise surface from which the erosion started. Except
for very shallow trenches, however, pre-test surface roughness and curvature effects
were made negligible compared to trench depth by adequate pre-test polishing and by
exposing only a thin band of copper so that the trench would be narrow. The
roughness at the bottom of the trench after a test, which can be seen in Fig. A4c,
can, however, be more significant. For this specific case, the standard deviation of
the trench depth, determined from a profile with a greater magnification, was
0.75 μm, which is <15% of the mean erosion depth. Analysis of trenches with various depths showed that the roughness developed most prominently on the bottom of trenches having the highest erosion rates and inaccuracies in trench depth measurements were no more than ±20% for most trenches. It could be argued that the increased roughness in the bottom of the trenches may be a texturing effect caused by re-deposition of material sputtered from near the edges of trenches.

The other major uncertainty associated with test-to-test repeatability of erosion rates that could be affected by variations in experimental conditions and/or sputtering characteristics was determined by comparing results from several tests conducted under essentially identical conditions. Generally, two or three tests were conducted at each operating condition and error bars on erosion-rate-distribution profiles will be given to indicate the scatter in these results.

2. Experimental Results

Angular distributions of erosion rates measured at three discharge currents with and without a keeper are shown in Fig. A5. Also indicated in the figure are the cathode (orifice) flow rate, potential differences and pressure ranges measured during the tests. The ambient pressures shown are about the same as those expected in ion-thruster discharge chambers during typical lifetests but the discharge voltage shown is lower. The threshold energy for xenon-ion sputtering of the copper, target material used in this work, is 14 eV. For all of the cases shown, the maximum erosion rates occurred at the centerline and the erosion rates dropped smoothly to immeasurable levels at the location on the plane of the orifice plate (90°). At the lowest discharge
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current (10 A), the effect of a keeper is shown to be insignificant but it is obvious at the higher discharge currents that a keeper induces increased erosion rates, especially near the centerline. At the 30-A discharge current, it appears the distributions are slightly more peaked near the centerline than those measured at lower discharge currents.

The data in Fig. A5 that were obtained with the keeper in place are noteworthy because the erosion distributions contain no clear indication that the keeper intercepts high-energy ions that have been postulated to come on straight-line trajectories from a point source at the cathode orifice. Straight trajectories from the point source immediately adjacent to the cathode orifice would be expected to cause a depression in the erosion rates at angles between 60° and 80° for example in Fig. A5(b).

When external xenon-gas flows were introduced near the orifice, the erosion rates were reduced dramatically as the data of Fig. A6 show. For these tests, the ambient pressure was held higher than those measured for the discharge-current and keeper-configuration tests because the total flow of xenon into the facility was greater. This higher ambient pressure ($\sim 2.2 \times 10^{-4}$ Torr) yielded no-external-flow erosion rates that were $\sim 70\%$ of those obtained at the lower pressure ($\sim 1.4 \times 10^{-4}$ Torr). As the external flow rate was increased, Fig. A6 shows that erosion rates at all angles decreased until at a external flow rate of 1.72 sccm Xe (115 mA eq. Xe) the erosion rate reached the limit of what could be sensed in a 10-hour test.

Only single tests were conducted at each operating condition cited in Fig. A6 because the cathode tube failed mechanically before the tests could be repeated. If
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tests had been repeated, it is expected that errors would have been similar to those indicated by the error bars in Fig. A5 because external flow rate was controlled with a much greater accuracy than the cathode (orifice) flow rate.

3. Comparison with Ion-Energy-Distribution Measurements

The sputter-erosion technique used in these tests is simple and it indicates erosion damage directly. It does not, however, differentiate the effects of the ions and neutrals that can sputter a surface or yield information on the energy distributions of the ions and neutrals produced in high-current, hollow-cathode discharges. On the other hand, ion energy distributions have been measured on centerline previously using RPAs and an ESA and these data can be used to estimate sputter-erosion rates that would be expected on the cathode centerline due to the ions alone. The model that will be used in this analysis is identical to the one used in the development of the scattering model of Chapter III. It includes the assumption that the high-energy ions that come from hollow-cathode discharges expand in a spherical segment which has its center located at the cathode orifice. A second assumption used in the analysis is that high-energy ions pass through a downstream plasma, which is at a potential near anode potential, and then strike a cathode potential surface. If it is also assumed that all of the ions scattered in the collisions are lost then one obtains the following equation, identical to Eq. (2) in Chapter III:

\[
\left. \frac{dJ_i(e)}{de} \right|_{z=z_2} = \left. \frac{dJ_i(e)}{de} \right|_{z=z_1} \frac{z_1^2}{z_2^2} \exp \left[ -\frac{\sigma(e-V_a)}{z_1} \int_{z_1}^{z_2} n_0(z) \, dz \right].
\]  

This last assumption introduces an error because sputtering due to the flux of low-
energy ions is neglected in the analysis. Sputtering yields associated with small ion 
ediges (corresponding to anode-to-cathode potential difference or slightly higher) 
are, however, sufficiently small that erosion rates obtained using only primary-ion 
current densities should still be good estimates. An exception to this would involve a 
target biased so negative that low-energy ions could acquire sufficiently high kinetic 
energies to induce significant erosion.

The model, which is described in Chapter III and here, does not reflect the 
effects of high-energy neutrals created by charge-exchange collisions between high-
energy ions and ambient low-energy neutral atoms. In fact, the production of high-
energy neutrals, which was neglected in the scattering model, could contribute in two 
different ways to the ion-energy distribution measurements and erosion rate tests: 
1) high-energy neutrals could regenerate high-energy ions as a result of successive 
charge-exchange collisions with low-energy ions in the ambient plasma and 2) high-
energy neutrals could themselves cause erosion. If one assumes that the plasma ion 
density is small compared to the neutral density, the increase in high-energy ions that 
could result from charge-exchange collisions between ambient-plasma ions and fast 
neutrals can be neglected. The second effect, sputtering by high-energy neutrals, may 
also be neglected compared to that by ions because the neutrals are not accelerated 
from ambient plasma potential to the cathode potential through the sheath at a target 
surface.

Once ion-current-density distributions are determined at the location of the 
erosion strips, the erosion rate, \( h_r \), on a surface at a potential, \( V_r \) (zero in this 
specific case) is computed using the atomic mass, \( m_r \), density, \( \rho_r \), and sputtering
yield, $\eta$, of the target material. The expression used for this purpose is

$$\dot{h}_i = \frac{m_i}{e \rho_i} \int_e^{\infty} \frac{dJ_i(e)}{de} \eta_i(e-V_i) \, de . \tag{A2}$$

Incorporation of the collisional losses just mentioned into the erosion rate model requires a knowledge of the neutral xenon-atom density downstream of the cathode. Since this neutral density profile depends on geometrical factors, only the ion-energy distributions for known geometries (i.e. the ESA data of this work and the RPA data of Ref. 8) have been used to compute copper erosion rates. These data sets both pertain to erosion at 25 mm downstream of a hollow cathode operating with a keeper at a 20-A discharge current and a cathode flow rate of $\sim 4$ sccm Xe ($\sim 265-280$ mA eq. Xe). The analysis involved computation of ion-current energy distributions at the source using measured ion-current energy distributions, a neutral density profile, and an ambient plasma potential in Eq. (A1). Using these energy distributions at the source as input data, the ion-current energy distribution was next determined at the location where the estimate of erosion rate was sought using the neutral density profile and potential data associated with erosion tests. This neutral density profile was determined by fitting exponential, cathode-flow-dependent and constant, ambient components to appropriate neutral-density-profile data (Fig. A3). Ambient plasma potentials were assumed to be equal to corresponding anode potentials.

When the ion-current energy distributions obtained from ESA measurements at a low ambient pressure (solid curve in Fig. 16a) were used in Eq. (A1), ion current densities at ion-source locations of $z = \sim 0$ and 5 mm yielded erosion rates of
0.00075 and 0.00016 μm/hour, respectively. The neutral density profile data from the solid curve in Fig. 13a and an ambient plasma potential of 16V were used in these calculations. The computed erosion rate values are a few orders of magnitude less than the measured erosion rate of 0.68 μm/hour given in Fig. A5b. On the other hand, using the RPA data corresponding to an ambient pressure of $3.0 \times 10^{-3}$ Torr (0.40 Pa) from Ref. 8, yields erosion rates of 1.7 μm/hour and 2.0 μm/hour at discharge voltages of 12 V and 14 V, respectively, assuming the source was at $z = \sim 0$ mm. These results agree with the measured erosion rate within about an order of magnitude. The computed rates decreased to 0.051 and 0.056 μm/hour at discharge voltages of 12 V and 14 V, respectively, when the source location was moved to $z = 5$ mm. All computed erosion rates are tabulated in Table A1 along with assumed source locations and ambient plasma potentials.

The reason the RPA data yield erosion rate results that are closer to measured values than those associated with the ESA data is considered to be related to the much greater acceptance angle of the RPA. This large ion acceptance angle should enable the RPA to sense high-energy-ion current densities that are much closer to those actually seen by the copper erosion strip. The collimator set and the relatively long transmission region of the ESA, on the other hand, assure that only a small fraction of the ions that pass through the entrance aperture reach the detector.\textsuperscript{20} It is also likely that neutral atoms in the transmission region of the ESA scatter ions and reduce the signal even further.
These plasmalanode potentials measured during the RPA and ESA experiments were used to determine ion fluxes at the source. The anode potential measured during the erosion-rate tests (16 V) was used to determine the kinetic energies of ions on the targets.
XI. Appendix B: Analyses of Errors in Experimental Measurements

1. Neutral Density Measurements

Each neutral density profile shown in Figs. 12 and 13 is a mean profile obtained by plotting mean values of density at each axial location from data measured at essentially identical conditions. Since there was data scatter in the measurements, the profiles contain associated errors and it could be argued that separation of profiles at different conditions is uncertain to some extent. A difficulty associated with analysis arises since the measurements are made continuously as functions of position and errors in measured values can not be characterized by normal distributions. For simplicity, however, a standard deviation was computed for each profile at 0.5 mm intervals and compared with the associated differences between mean values. It was found that the error ranges would be of the order of the line thicknesses if they were drawn in the figures and that the differences of mean values evaluated for any two profiles were at least twice as great as the combined standard deviations associated with the mean values. Another approach called the F-test\(^{24,25}\) was also applied. In this case, F-ratios associated with different ambient pressures and external flows were computed at 0.5 mm intervals and then averaged over the ranges of axial position. The analysis showed that the data measured through variation of these parameters were meaningfully separated with more than 99.9% confidence with and without a
keeper. It should be noted that results obtained from F-tests are still approximately
correct even for data not characterized by normal distributions as long as the numbers
of data sets used to compute variances are not too different. In this specific case, this
condition was met.

2. Ion-Current-Energy-Distribution Measurements

When the ion-current energy distributions were measured using the ESA at
essentially identical conditions and compared with each other, the measurements were
found to involve two dominant errors: errors observed in the same day of experiments
and day-to-day errors. When experimental data collection was repeated on the same
day of testing, the ion-current distribution data were found to agree within 20–30%.
However, after a few hours of ESA usage, distribution profiles measured by sweeping
the energy in opposite directions would begin to change. Typically, these changes
due to sweep direction were accompanied by a spot of discoloration on the graphite-
coated, ESA outer surface around the point where the axis of the entrance collimator
intersected it. The reason for the changes in the measured profiles is not understood
but it is considered likely that it occurred when the ESA outer surface became
contaminated with material from the hollow cathode insert. It is postulated that local
charging disturbed a prescribed electric field inside the ESA when this contamination
reached a certain level. In order to assure that results obtained were not subject to
this anomaly, 1) at least two profiles were collected each day at each cathode
operating condition and 2) the ESA was cleaned after each test series and a new
graphite-coating was applied on all surfaces that could be exposed to ions and
Measurements made on different days exhibited greater scatter than the 20 to 30% observed on a given day. It was postulated that graphite coatings applied to the ESA surfaces could have had different thicknesses on different days and that this affected day-to-day reproducibility. The principal focus of this work is on the effects of ambient pressure and external flow rate on changes in energy distribution. These changes were consistent from day to day even though absolute magnitudes of ESA signals were different. ESA measurements obtained on a given day (two at each condition) were, therefore, first normalized using a mean energy-distribution reference profile. The measurement and normalization processes were repeated on three different days and the resulting six normalized distributions at essentially identical, cathode operating conditions were averaged to yield mean profiles of the normalized distributions which are shown in Figs. 17 and 19.

Errors associated with the averaging process just discussed in the previous paragraph were quantified conducting F-tests on skewness, which is defined as the third-order moment around the average energy of a distribution profile. When the analysis was performed on the distributions, it was found that the confidence that the data are separated meaningfully at each ambient pressure is >99.9% and that at each external flow rate is >99.5%.
Accelerator grid sputter erosion resulting from charge-exchange-ion impingement is considered to be a primary cause of failure for electrostatic ion thrusters. An experimental method was developed and implemented to measure erosion characteristics of ion-thruster accel-grids for two-grid systems as a function of beam current, accel-grid potential, and facility background pressure. Intricate accelerator grid erosion patterns, that are typically produced in a short time (a few hours), are shown. Accelerator grid volumetric and depth-erosion rates are calculated from these erosion patterns and reported for each of the parameters investigated. A simple theoretical volumetric erosion model yields results that are compared to experimental findings. Results from the model and experiments agree to within 10%, thereby verifying the testing technique. In general, the local distribution of erosion is concentrated in pits between three adjacent holes and trenches that join pits. The shapes of the pits and trenches are shown to be dependent upon operating conditions. Increases in beam current and the accel-grid voltage magnitude lead to deeper pits and trenches. Competing effects cause complex changes in depth-erosion rates as background pressure is increased. Shape factors that describe pits and trenches (i.e. ratio of the average erosion width to the maximum possible width) are also affected in relatively complex ways by changes in beam current, accel-grid voltage magnitude, and background pressure. In all cases, however, gross volumetric erosion rates agree with theoretical predictions.
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I. Introduction

In recent years, electric propulsion (EP) has become a viable alternative to traditional chemical systems for many space propulsion applications. Specifically, ion thrusters are attractive because they utilize low propellant flow rates and very high exhaust velocities (i.e. high specific impulses), and this leads to improved performance compared to chemical thrusters for some missions. Initially, ion thrusters were investigated for use on interstellar missions [1], interplanetary and comet rendezvous missions [2,3], and orbit raising missions [4]. With advances in EP technologies, however, ion thrusters also appear to be attractive for many north-south station keeping [5] and low earth orbit (LEO) to geosynchronous earth orbit (GEO) missions [4]. All of the attractive benefits of ion thrusters in space applications, however, are achieved at certain costs. Operation at a very low propellant flow rates results in thrust levels which are very small, (typically tens to a few hundred milli-newtons)[6] and this can make the times required to complete some missions much greater than those for chemical rockets. For example, the vigorous mission of rendezvousing with comet Encke, requires 15,000 hours of continuous ion thruster operation [2]. With typical mission operating times over 10,000 hours, keeping all the components of an ion thruster functioning can be a daunting task. To understand possible ion thruster failure mechanisms, knowledge of ion thruster operation is essential.
The components needed to generate thrust in a typical ion thruster, which are shown in Fig. 1 include 1) a discharge chamber, 2) a hollow cathode, 3) an anode, 4) screen and accelerator (accel) grids, and 5) a neutralizer. A propellant, typically xenon, is fed into the discharge chamber and into the hollow cathode containing a low-work-function, electron-emitting insert. Some of the xenon propellant flows through the orifice plate attached to the end of the cathode but the bulk of it flows directly into the chamber. Electrons emitted from the insert are accelerated to modest kinetic energies by a potential difference applied between the cathode and the anode (the electron collecting surface). Accelerated electrons collide with the neutral xenon atoms within the discharge chamber, thereby inducing ionization. Hence, every ionization collision yields one ion and its ejected electron, in addition to the original electron which loses energy in the collision. The ionization-ejected electron and original electron frequently will not have enough energy to ionize any additional xenon atoms and will, after some additional collisions, be removed from the discharge chamber at the anode. The continual creation of ions and electrons within the discharge chamber yields a discharge plasma. Many of the ions within this plasma migrate toward the ion extraction electrodes (i.e. the screen and accel grids or the grid set). These two grids are typically two convex plates perforated by numerous aligned apertures. Typically, the screen grid is connected electrically to the discharge chamber, and the accel grid is isolated from both the screen grid and discharge chamber as shown in Fig. 1. When a positive potential generally on the order of a thousand volts is applied to the screen grid and discharge chamber while a negative potential on the order of a few hundred volts is
applied to the accel grid, a beam of the ions produced in the discharge chamber will be extracted. The acceleration of these ions begins as they migrate toward the screen grid and feel the attractive influence of the accel grid. As a result of this acceleration, the ions in the beam have velocity vectors (shown as arrows in Fig. 1) that are directed downstream and are generally confined within an ion-beam envelope like that suggested in Fig. 1. It is possible that the accelerated ions leaving the discharge chamber will strike the accel grid if the apertures are not correctly aligned or the thruster is operated improperly. This impact on the accel grid is termed direct impingement and with proper design and operation it can be reduced to a negligible level.

It is important to recognize that electrons will not be lost through the grid set. Hence, a steady current of ions leaving the discharge chamber could cause the thruster and the circuitry connected to it to charge negatively. To eliminate this problem, a neutralizer similar in design to the main hollow cathode is operated and it serves to eject electrons into the ion beam at a rate equal to the ion extraction rate to assure no net charging of the spacecraft.

Ion thruster testing has revealed that thruster failure can occur because material is eroded from the accel grid to the point where it fails structurally [7,8,9,10]. This type of failure occurs as a result of ions produced at or downstream of the grids in the ion beam which move upstream (counter to the higher velocity beam ions). These ions strike the accel grid and erode it through the sputter-erosion process. The objective of this thesis is to determine the effect of thruster operating parameters on this erosion process.
II. Development of Accel-Grid Erosion Model

A. Impingement Current Production

Figure 2 shows a sketch of a single screen/accel grid aperture pair and a typical potential profile along the centerline of these apertures. The electrons, ions, and neutral atoms to the left of the sheath (i.e. in the discharge chamber) are each moving at their respective thermal speeds when they are far from the sheath. As they migrate through the sheath, they pass from a plasma at a uniform potential within the discharge chamber into a region of steep electrical potential gradient created by the screen and accel grids. At the sheath, ions begin their downstream acceleration and the electrons are reflected back into the discharge chamber. Neutral propellant atoms, having no net charge, also pass downstream through the sheath but they are unaffected by the potential gradient there. As shown in Fig. 2a, ions move through the ion acceleration region (Fig. 2b) and gain kinetic energy (shown by longer velocity vectors) generally without interacting with the neutral propellant atoms which are just drifting through this region. These two particle species, however, do occasionally undergo a charge-exchange collision (shown in Fig. 2a). A charge-exchange collision involves the transfer of an electron from the slow-moving neutral propellant atom to the fast-moving beam ion. This transfer results in a charge-exchange ion with the low energy of the pre-collision neutral atom and an atom with the high energy of the pre-collision beam
a. Single Aperture Pair

b. Corresponding Centerline Potential Profile Through Aperture Pair

Fig. 2 The Influence of Beam and Charge-Exchange Ion Motion
ion. Both beam and near-field charge-exchange ions reach their maximum kinetic energies near the accel grid and then undergo a slight deceleration as they exit the ion-acceleration region. Beam ions have sufficient kinetic energy to escape this potential deceleration well, while the lower energy near-field charge-exchange ions typically do not. Therefore, all of the charge-exchange ions created within the near-field charge-exchange ion-production region will strike, or impinge on the accel grid and cause sputter erosion. Beam ions and the charge-exchange ions created upstream of the near-field charge-exchange ion-production region escape the accel-grid potential well and enter the downstream ambient plasma with kinetic energies determined by either the screen-grid potential or the potential at which the charge-exchange ions were created. As beam ions and neutral particles proceed into the downstream (far-field) region, it is possible for further charge-exchange collisions to occur. Work conducted by Monheiser [11] has shown that there is a finite probability that charge-exchange ions created in this downstream region will also impinge upon the accel grid.

B. Accel-Grid Erosion Model

The two different charge-exchange ion-impingement production mechanisms (near and far field) both yield ions that have energies associated with the potential difference between that at the point where they are produced and that of the accel grid. These energies are generally sufficient to cause sputter erosion which is typically non-uniform over the accel-grid surface, and for a two-grid system generally occurs on the downstream surface of this grid. Erosion of the downstream grid surface, which can
limit the life of an ion thruster, yields charge-exchange-ion erosion patterns on the 
downstream side of an accel grid that are like that shown in Fig. 3. Notice the non-
uniform, hexagonal-shape accel-grid erosion occurring around each hole. The nature 
of the non-uniform erosion that occurs around an aperture surrounded by six others is 
illustrated in the sketch of Fig. 4, which shows idealized erosion patterns. As the 
figure suggests, the basic erosion structure involves pits which develop between three 
adjacent apertures and trenches which join each pair of pits. There is a region close to 
each hole where the erosion is mild and as the erosion proceeds, a relatively uneroded 
mesa around each hole remains.

The pit that develops between any three apertures can be ideally represented by 
the frustrum of an inverted right circular cone with diameters \( d_1 \), \( d_2 \) and height \( h_p \). 
Trench erosion occurs between any two pits and can be represented as trapezoidal in 
cross section with larger and smaller bases that have widths \( w_T \) and \( w_2 \), respectively, 
and a length \( l_T \). The cross-sectional views along A-A' and B-B' show the idealized 
shapes of the pit-cone frustra and a trapezoidal trench. Assuming erosion conditions 
are uniform throughout a test, depth-erosion rates associated with the pits and trenches 
are found by dividing the corresponding depths of erosion by the time \( t \) the accel-grid 
was exposed to impinging ions. These erosion rates are considered to be critical when 
describing thruster lifetimes. In particular, when the trench has been eroded through 
the entire accel-grid thickness, failure of the ion thruster can occur because the material 
within the hexagonal erosion pattern is no longer attached to the accel grid and this 
section can fall into the screen grid and establish an electrical short between the two
Fig. 3 Charge-Exchange Ion Erosion Pattern on the Downstream Side of an Accelerator Grid (photo courtesy of NASA Lewis)
Fig. 4 - Idealized Accelerator Grid Erosion Patterns
grids. This occurrence is generally regarded as the end of life for the thruster.

It is worthwhile to examine what factors determine the depth-erosion rates within the pits and trenches. The critical depth-erosion rate (the one yielding the most rapid erosion in a trench) is dependant on the peak impingement current density \( j_i \) at that location. This maximum depth-erosion rate \( (dx/dt)_{max} \) is given in Eq. 1 as the product of the peak-impingement-current density and several other parameters.

\[
\left( \frac{dx}{dt} \right)_{max} = \frac{j_i S(e) m_A}{e \rho}
\]  

(1)

The variables \( S(e) \), \( m_A \) and \( \rho \) are the sputter yield for ions with kinetic energy \( e \), atom mass, and density, respectively associated with the grid material. The constant \( e \) is the charge of an electron. It is desirable to express the peak-current density in Eq. 1 in terms of the accel-grid total impingement current because the total impingement current is measured readily. This is achieved through the use of two factors, \( \delta \) and \( f \). Delta \( (\delta) \) is defined as the ratio of the current that impinges on the accel grid outside of the ion-beam envelope to the total impingement current. Since pits and trenches only occur within the ion-beam envelope where there are apertures, this factor is needed to assure that erosion due to impingement current within the ion-beam envelope only is considered. The impingement current density uniformity factor \( (f) \) is defined as the ratio of the average-impingement-current density (within the ion-beam envelope) to the peak-impingement-current density within a trench or pit. Incorporation these factors into Eq. 1, one obtains
\[
\left( \frac{dx}{dt} \right)_{\text{max}} = \frac{J_i (1-\delta) S(\epsilon) m_A}{Af \rho},
\]

where \( J_i \) is the total impingement current, and \( A \) is the area of the accel-grid material within the active beam region. Equation 2 is useful for illustrating the effects of ion-thruster operating conditions on depth-erosion rates and it will be cited frequently. An assumption inherent in Eq. 2 is that material sputtered from other locations on the accel grid does not re-deposit at the location of maximum sputter erosion rate. In this analysis both the effects of deposition of material sputtered from other locations and changes in sputter yield with changes in surface contour are neglected.

The volumetric erosion rate associated with the grid material is of interest because it can be computed from two quantities that can be measured readily (the eroded volume and the test duration). It can also be computed directly from the impingement current without the complication of the factors that appear in Eq. 2. For grids made of material with uniform properties, erosion volumes can be calculated for pits and trenches in the active beam region and in the peripheral area outside this region. The following erosion volume equations are derived in detail as functions of accel-grid geometry in Appendix A. Using the terminology presented in Fig. 4, the volume eroded from a total number of pits \( N_p \) is given by

\[
V_{pits} = N_p \left[ \frac{1}{12} \pi h_p (d_2^2 + d_1 d_2 + d_1^2) \right]
\]

and the volume eroded from a total number of trenches \( N_T \) is given by
\[ V_{\text{trenches}} = N_T \left[ \frac{1}{2} \ell_1 h_T (w_T + w_2) \right]. \]  

(4)

The area on the accel grid within tangent lines that circumscribe the outer-most apertures is defined as the active beam area. Periphery erosion which occurs outside of this area can also be substantial. The equation used to model periphery erosion volumes is found to be dependant on accel-grid geometry and is also developed in Appendix A.

The total volume eroded in a time \( t \) is the sum of the pit, trench and periphery volumes. For a homogeneous grid material this total volume of material removed per unit time can be calculated independently using the measured impingement current \( (I_i) \) in the equation

\[ \frac{V}{t} = \frac{S(\epsilon)m_A I_i}{e \rho}, \]  

(5)

where \( t \) is the time the accel-grid is exposed to the impinging ions. The volume rate computed using Eq. 5 can be compared to the rate determined from the test time and the sum of erosion volumes of pits (determined using Eq. 3), trenches (determined using Eq. 4) and periphery (modeled in Appendix A). If all of the material that is sputtered leaves the grids, the sputtering on the upstream side of the accel-grid and hole-barrel surfaces are negligible and the model inherent in Eq. 5 is correct, the sum of the computed volumes should agree with the value given by Eq. 5.

It is desirable to relate the trench-depth erosion rate, which defines the lifetime of a grid, to the total volume (or mass) loss rate which can be determined readily from
the measured impingement current using Eq. 5. These rates are directly relatable through Eqs. 2 and 5 to the extent that the factors $\delta$ and $f$ are known. The ratio of the depth-erosion rate at a particular location to the total volumetric-erosion rate obtained by combining these equations (i.e. Erosion Proportion Factor $P$) is given by

$$P = \frac{\frac{dx}{dt}}{V/t} = \frac{1-\delta}{Af} .$$

(6)

An objective of this thesis is to show the effects of changes in beam current, accel-grid potential and ambient pressure on total impingement current, volumetric erosion rate and pit and trench depth-erosion rates. This will enable both the validation of Eq. 5 and the determination of the quantities $P$, $\delta$, and $f$ in Eq. 6.
III. Experimental Apparatus and Procedure

A. Testing Method

Erosion patterns produced on the downstream surfaces of accel grids by charge-exchange ions that impinge on them can be measured by applying thin multi-layer coatings to these surfaces. This multi-layer erosion measurement method was developed at Hughes Research Laboratories to measure erosion rates over short test intervals [12]. Because the coatings are thin, they erode relatively rapidly and if alternating layers are different colors, grid erosion patterns can be seen visually after short periods of operation (several hours). The grid sets used in the tests had nineteen holes arranged in a hexagonal pattern, with equal hole-to-hole spacings, in both the screen and accel grids. This testing procedure involved 1) coating an accel grid with multiple, thin alternating layers of metals that were different colors, 2) operating a thruster at constant conditions with the coated grid installed, 3) photographically recording the accel grid sputter-erosion pattern produced by the charge-exchange ions, and 4) using the known layer thicknesses to establish erosion depths as a function of position on the grid.

Ion thruster grid sets with 19-Hole SHAG (Small Hole Accelerator Grid) configurations, having the same hole pattern as typical operational grid sets [7,8,9,10], were constructed from a stainless steel sheet with the hole pattern shown in Figure 5.
Fig. 5 Nineteen-Hole SHAG Geometry
Erosion occurs within the dashed circle, but the region of principal interest here is within the dotted line that bounds all of the apertures and is designated as the active beam area. In addition to the center aperture, there are two rings of apertures identified in Fig. 5, namely those in ring #1 that are completely surrounded by apertures and those in the outer ring (#2) and, therefore, are not. Dimensions associated with the 19-Hole SHAG grid set used in this study are presented in Table 1. Only nineteen aperture pairs were used because 1) the pattern around the central hole appeared to be representative of holes far from the periphery of an actual thruster grid, 2) the grids could be constructed inexpensively, and 3) they enabled thruster operation at low flow rates and, therefore, low facility background pressures. Nineteen hole grid sets were also used because they yielded a beam diameter that was small compared to the diameter of the thruster, and as a consequence, the current should have been the same through each hole.

After machining the grids from AISI 304 stainless steel sheet metal, they were prepared for testing by polishing and sputter coating them with thin alternating layers of copper (Cu) and AISI 303 stainless steel (SS). The coating procedure involved first sputter cleaning the stainless steel grid and then applying twelve alternating ~500 Å layer coatings of the copper and stainless steel (six of each) onto the downstream face of each accel grid. The sputter cleaning and coating of the accel grid was accomplished sequentially using the 15-cm diameter, ion-beam sputter coating system [13] shown schematically in Fig 6. The ion source was consistently operated on argon at an energy of 1 keV and a beam-ion current density of 2 mA/cm².
Table 1
Summary of Nineteen-Hole SHAG Set Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screen-Aperture Diameter (mm)</td>
<td>1.98</td>
</tr>
<tr>
<td>Accel-Aperture Diameter (mm)</td>
<td>1.47</td>
</tr>
<tr>
<td>Screen-Grid Thickness (mm)</td>
<td>0.25</td>
</tr>
<tr>
<td>Accel-Grid Thickness (mm)</td>
<td>0.25</td>
</tr>
<tr>
<td>Grid Spacing (mm)</td>
<td>0.66</td>
</tr>
<tr>
<td>Screen-Grid Open-Area Fraction</td>
<td>0.61</td>
</tr>
<tr>
<td>Accel-Grid Open-Area Fraction</td>
<td>0.34</td>
</tr>
</tbody>
</table>
Fig. 6 Sputter Coating System
The stainless steel grid and cooled mounting plate were first placed directly in the ion beam for ~10 seconds to sputter clean the accel-grid surface. Next, the accel grid and mounting plate were rotated out of the beam and placed in the position shown in Fig. 6. In this position, ions extracted from the ion-source are accelerated through the grid set and bombard the copper target, causing it to sputter erode copper metal atoms onto the grid. This process is continued until a 500 +/- 15 Å coating has been applied (~1 minute). The target support rod is then rotated so the stainless steel target is in the ion beam, and constituent atoms of stainless steel will be sputtered onto the accel grid. Again, this process is continued until ~500 +/- 15 Å has been deposited (~1.5 minutes) onto the accel grid. This process is repeated, rotating the target support rod back and forth until all twelve layers have been deposited (~15 min).

The times required to deposit 500 Å of each material were determined by sputter coating glass slides which were partially covered by a thin mask strip (~2 mm wide) and then mounted to the cooled mounting plate shown in Fig. 6. Specifically, copper or stainless steel was sputtered onto the glass slide using the ion source (Ar @ 1keV, 2mA/cm²) for ~20 minutes. The mask strip was then removed from the glass slide and the sputter coating thickness (the height between glass substrate and the top of the coating surface) was measured using a stylus profilometer. Coating rates were determined by dividing this thickness by the coating time (20 min.). This rate, in conjunction with the desired coating thickness of 500 Å, was used to establish the stainless steel and copper sputter coating times.
After coating, a grid set was installed on a Space Electric Rocket Test II (SERTII) ion-thruster [14] which had been modified to accept these nineteen aperture grid sets. This thruster has also been modified so it can be operated on inert gases (e.g., xenon) with flow rates through the body and cathode independently controlled. During these tests, cathode flow alone at ~0.5 sccm (standard cubic centimeters per minute) of xenon yielded the flow conditions that enabled operation at the desired conditions for the nineteen hole grids, and no body flow was needed.

The SERT II thruster was operated using the power supplies shown schematically in Fig. 7. With the cathode flow established, the hollow cathode heater supply was used to heat a low-work-function cathode insert within the hollow cathode to the temperature at which it would emit electrons. Most of these electrons were accelerated near the cathode through the discharge potential ($V_d$) and would acquire sufficient energy to collide with and ionize xenon propellant atoms in the discharge chamber. The keeper serves to sustain the electrical discharge in the chamber and a small current ($I_e$) of electrons from the cathode and discharge chamber is collected on it. Most of the electron current is, however, collected on the anode and is designated the discharge current ($I_d$). Ions produced within the discharge chamber are extracted to form the ion beam using the screen and accel-grid power supplies. This ion extraction current is measured by the beam current ($I_b$) ammeter and is dependant on the grid voltages and other operating parameters. At a condition established by the accel and screen grid voltages and the beam current, the sheath (Fig. 2a) surface area will adjust itself such that the proper current of ions will undergo the acceleration process. Recall
that these accelerated beam ions pass through the aperture set, occasionally producing charge-exchange ions from some of the neutral atoms present. These charge-exchange ions are collected on the accel grid at a rate which is measured by the impingement current ammeter ($I_i$).

The ion thruster neutralizer was consistently placed ~20 cm downstream of the ground screen, ~12 cm from the thruster centerline. The power supplies for the neutralizer are very similar to the main cathode supplies with the neutralizer keeper current ($I_K$) sustained by the neutralizer keeper supply. The neutralizer floats at the potential relative to ground ($V_e$) that assures the total electron flow from the neutralizer cathode is equal to the ion-beam current ($I_i$). The zener diode shown between the neutralizer common line and ground serves to isolate the neutralizer from ground unless the neutralizer potential exceeds the zener voltage set point. In this case the diode passes the current needed to prevent further charging.

All the experiments were conducted with the thruster mounted on centerline at one end of a 1.2 m-dia. by 5.4 m-long stainless steel tank that was evacuated by a 91 cm-diameter diffusion pump in series with a Roots blower and a rotary, piston-type vacuum pump. Ambient vacuum tank pressure was measured using a Schultz-Phelps type, hot-filament ionization gauge [15] located approximately one meter downstream of the thruster. Under no-flow conditions, the pumps produced tank pressures in the low $10^{-6}$ Torr range. During background pressure tests, it was necessary to raise facility pressures above the nominal level. These higher background pressures were achieved by throttling the diffusion pump using a stainless steel plate that could be slid
over the pump intake during operation and/or by backfilling with the propellant used (Xe) at a remote location (~2.5 m downstream of the thruster).

Since accel-grid erosion is directly proportional to impingement current (Eq. 5), it is desirable to examine the effects of critical operating conditions on this current. Specifically, impingement current was measured as beam current, background pressure, and accel-grid voltage were independently varied. Results from these tests are presented to show general expected trends in accel-grid volumetric erosion rate with changes in operating conditions.

To examine in detail the effects of operating condition on accel-grid erosion, coated grids were installed on the SERT II thruster and tested at a specified beam current, background pressure, and accel-grid voltage condition. Screen-grid voltage was always held constant at +1000 V, and the discharge current, and therefore discharge voltage, were varied to produce the desired beam current. After operating the thruster for enough time to produce erosion patterns on the accel grid, the grid set would be removed from the thruster for documentation and analysis. A new coated grid would then be installed and the process would be repeated for each different operating condition. Three different parameters namely 1) beam current ($I_b$), 2) background pressure ($P_o$), and 3) accel-grid voltage ($V_a$) were varied independently in the tests. Operation was maintained at various beam currents while accel-grid voltage and background pressure were held constant at -500 V and 8.3 x 10⁻⁶ Torr, respectively. Then tests were conducted at various background pressures while beam current and accel-grid voltage were held constant at 2.0 mA and -500 V, respectively.
Finally, beam current was maintained at 2.0 mA and background pressure was held at
8.3 \times 10^{-6} \text{ Torr} while tests were conducted at different accel-grid voltages.

The continual impingement of charge-exchange ions on the downstream side of
the accel grid during a test, induced sputter erosion of the multi-layer coating and
yields patterns similar to that shown in Fig. 8. The particular pattern shown was
observed after operation at screen \((V_s)\) and accel-grid \((V_a)\) voltages of +1000 V and
-300 V, respectively, and cathode and neutralizer flow rates each at 46 mA equivalent
xenon (0.5 sccm). These operating conditions were maintained for \(t = \sim 270\) minutes at
an average impingement current \((I_i)\) of 47 \(\mu\text{A}\) measured at a beam current of 2.0 mA.
This particular figure shows erosion patterns on the 19-hole grid set between accel-grid
apertures (i.e. pits and trench) and outside accel-grid apertures (periphery). Lighter
areas in Fig. 8 correspond to copper layers, and darker areas to stainless steel. The
white circles of Fig. 8 are the accel-grid apertures. The first interface between
alternating stainless steel and copper layers can be seen in the periphery area, outside
the active beam area. Layer interfaces are seen to be much closer together near the
center of the grid than they are in the periphery region, suggesting that sharper erosion
and impingement current gradients exist near the center of the grid.

A more detailed photograph of two pits and the trench between them is shown
in Fig. 9 along with operating conditions. Again, darker and lighter areas correspond
to stainless steel and copper layers, respectively. In this case, however, a different
photographic technique was used and the apertures are shown as dark black
semicircular areas. The erosion pattern centered between the center and two ring #1
V_+ = +1000 V
V_- = -300 V
J_B = 2.0 mA
J_I = 47 μA
\dot{m} = 46 mA eq. (Xe)
P_0 = 8.3 \times 10^6 Torr
t = 270 min

Fig. 8 Typical Erosion Patterns
Fig. 9 Typical Detail of Pit and Trench Erosion
apertures (pit), is often quite complex. For example, Fig. 10a shows a complex pit erosion pattern obtained from a grid set operated for approximately 210 minutes at the operating conditions indicated on the figure. Because some of the interfaces between layers close on themselves (e.g. layer interface A), it is impossible to determine whether a layer is higher or lower than an adjacent one in some cases. In order to identify layer numbers accurately the diagnostic-etch technique developed at Hughes Research Labs [12] was applied. This technique involved the placement of a graphite mask ~1.6 mm above an erosion-patterned surface and subsequent sputter erosion of the sample to the base surface using an argon ion beam similar to that used for sputter coating. An example of a grid region which was subjected to the diagnostic etch procedure to establish particular layer numbers is shown in Fig. 10b. The grid erosion pattern of Fig 10a is etched until all layers have been eroded and the base is visible on one region of it. One can then identify layer 12 and generally the other layers (layer 1 is on top and layer 12 adjacent to the accel-grid SS substrate). Diagnostic etches were used as necessary to establish layer numbers when their identities were uncertain.

**B. Analysis and Interpretation**

Although the testing of coated accel grids is useful for establishing ion-impingement erosion patterns, ion thruster grid sets are typically constructed from molybdenum rather than copper and stainless steel. In order to make the erosion-pattern results being measured in this study applicable to actual thrusters, measured depth-erosion and volumetric-erosion rates were converted to equivalent molybdenum-erosion rates.
a. Erosion Pattern After Thruster Operation

b. Erosion Pattern After Diagnostic Etch

Fig. 10 Typical Erosion-Pattern Data from an Accel-Grid Test
The methodology used to achieve this conversion is described in the following paragraphs.

Figure 11a shows a layer identification map of one of the pit-erosion areas of Fig. 9, along with the corresponding operating conditions. Several stainless steel and copper layer numbers are labeled (1 on top, and 12 next to the stainless-steel substrate); they are consistent with diagnostic-etch results. Assuming uniform material properties and constant impingement current densities, the time it takes to erode to any layer interface shown in Fig. 11a is the time of the test (t). For example, at point A shown in the figure, the accel grid was subjected to a specific impingement current density (j_i) for a total of 270 minutes and five copper layers and five stainless steel layers were eroded off. This test time (t=270 minutes) is then, the sum of times it took to erode through five individual copper layers (t_{Cu}) and five of the individual stainless steel layers (t_{ss}). The amount of time it takes to erode through all five, 500 Å copper layers (x_{Cu}=2500 Å) is given by

\[ t_{Cu} = \frac{x_{Cu}}{j_i S(\epsilon)_{Cu} m_{Cu}}, \]  

(7)

where, again, \( \rho_{Cu} \), \( S(\epsilon)_{Cu} \), and \( m_{Cu} \) are the density, sputter yield*, and atom mass, respectively, of the sputtered copper. Similarly, the time to erode through five, 500 Å layers (x_{ss}=2500 Å) of stainless steel is given by

It is noted that the phenomenon called texturing [16] can alter the sputter yield of one material when it is contaminated by another. Microscopic examination of sputter eroded surfaces showed no evidence of texturing in these tests.
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b. Corresponding Impingement-Current-Density Contours

Fig. 11 Accel-Grid Erosion Map
\[ t_{ss} = \frac{x_{ss} e \rho_{ss}}{j_i S(\epsilon)_{ss} m_{ss}} \]  

Hence the total time to erode through \( x_{Cu} \) and \( x_{ss} \) is

\[ t = e \left( \frac{x_{Cu} \rho_{Cu}}{S(\epsilon)_{Cu} m_{Cu}} + \frac{x_{ss} \rho_{ss}}{S(\epsilon)_{ss} m_{ss}} \right). \]  

Since the time \( t \) in Eq. 9 is known (the test time \( \sim \) 270 min.), and the copper and stainless steel thicknesses \( x_{Cu} \) and \( x_{ss} \) are known (each at 2500 Å), the current density \( j_i \) at point A can be determined. In a similar manner, one can solve for the impingement current density at any location where the erosion depth is known (i.e. at the layer interfaces) using Eq. 9. For example, applying Eq. 9 to the layer interface at point A and point B of Fig. 11a, impingement-current densities shown at these points on Fig. 11b are obtained. As expected, the highest impingement current densities are seen in the center of the pits where the erosion is the deepest. Knowing the current densities along each of the alternating layer interfaces, the corresponding thicknesses of molybdenum \( x_{Mo} \) that would be eroded in time \( t \) or the ratio of these (i.e. the depth-erosion rate) for molybdenum along an interface can be determined. This molybdenum depth-erosion rate is obtained using Eq. 10, which is similar to Eqs. 7 and 8, but with corresponding molybdenum values.

\[ \frac{x_{Mo}}{t} = \frac{m_{Mo} S_{Mo}(\epsilon) j_i}{e \rho_{Mo}} \]  

The molybdenum depth-erosion rate profiles computed using Eq. 10 and the erosion pattern data of Fig. 9 along the straight line path between A-A' (i.e. along a
trench) and for path B-B' (i.e. across a trench) are shown in Fig. 12. The shaded areas on either side of the depth-erosion rate profile represent the accel-grid apertures. The data presented in Fig. 12a show that an equivalent molybdenum pit erosion rate of 0.21 \( \mu m/hour \) would be found operating at the conditions indicated in the legend. Likewise, both Figs. 12a and 12b indicate an equivalent trench erosion rate of 0.13 \( \mu m/hour \). On both depth-erosion rate profiles, a single error bar is shown. This error bar can be applied to all of the depth-erosion rates (open circles) and is due to uncertainties in the parameters of Eq. 9 used to calculate the impingement current density used in Eq. 10. In particular, the copper and stainless steel coating thicknesses and sputter yields were only known to within \( \sim 3\% \) and \( \sim 6\% \) respectively. Thus, the depth-erosion rates shown in Fig. 12 are only known to within \( \sim 10\% \), assuming that the molybdenum sputter yield is known. Sputter yield values used for molybdenum, sputtered stainless steel and copper are shown in Table 1B of Appendix B. Effects of beam current, background pressure, and accel-grid voltage on depth-erosion rate profiles like those presented in Fig. 12 will be examined, as will changes in pit and trench shapes induced by changes in operating conditions and the impingement-current-density distributions they induce.

Pit and trench shapes, represented through the use of a shape factor \( (S_i) \), were examined by modeling the pits as inverted right circular cone frustra and trenches as trapezoidal in cross section. Figure 13 shows the erosion-depth rate profiles of Fig. 9 overlaid with the cross-sectional elements used to model the profiles (described in the previous chapter and Appendix A). Specifically, shown in Fig. 13a is a labeled cone
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**a.** Across Two Pits and Along Trench (Section A - A' of Fig. 4)

**b.** Across Trench at Its Midpoint (Section B - B' of Fig. 4)

Fig. 12 Typical Erosion Rate Profiles
Fig. 13 Erosion Shape Parameter Definitions

a. Idealized Pit Parameters

b. Idealized Trench Parameters

\[ V_+ = +1000 \text{ V} \]
\[ V_- = -300 \text{ V} \]
\[ J_B = 2.0 \text{ mA} \]
\[ \dot{m} = 46 \text{ mA eq. (Xe)} \]
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frustrum overlaid on the erosion-rate pit-profile data. This frustrum with diameter \( d_2 \) at the pit base and \( d_1 \) at the original surface of the grid has a mean depth diameter (full diameter at the half-erosion-rate level) \( d_p \). The other symbol \( (d_1) \) on the figure is the diameter of the circle that can be inscribed tangent to three adjacent apertures. The shape factor selected for pits is the ratio \( d_p/d_1 \). For the case of Fig. 13, it has a value of 0.53. As impingement-current-density distribution becomes more uniform, this pit shape factor would increase and approach unity, and as the distribution becomes more highly focussed into the center of the pit, the factor would decrease toward zero.

Figure 13b shows the trench erosion rate profile with the cross sectional trapezoidal model and its dimensions overlaid. Trench shape factors are calculated in a manner consistent with that for the pits by dividing the full width of the trapezoid at the mean trench erosion rate \( \bar{w}_T \) by the maximum possible trench width \( W_{web} \). This maximum trench width is the minimum width of the accel grid webbing between two adjacent apertures. As shown in Fig. 12, \( \bar{w}_T = (w_1 + w_2)/2 \) is the mean width of the trench. The shape factor for the trench as shown in Fig. 13 has the value of 0.37 and it can also range from unity for a uniform impingement-current-density distribution to zero for a highly peaked one.

Pit and trench erosion rates will be used in conjunction with pit and trench shape and impingement current density uniformity factors to describe the effect of changes in thruster operating parameter effects on accel-grid erosion characteristics. It is important to note, however, that these depth-erosion rates and shape current density uniformity factors within the pit and trench regions are only valid assuming that the
impingement-current-density distribution is constant throughout the life of the accel-grid. In reality, as the erosion becomes deeper on the accel-grid, the equi-potential lines just downstream of the accel grid begin to change. This change in the equi-potential lines influences the trajectories of the charge-exchange ions which are impinging on the accel-grid. Therefore the impingement-current-density distribution is not constant throughout the life of the accel-grid. Consequently, the accel-grid depth-erosion rates and shape/current density uniformity factors give a better indication of initial erosion characteristics than of end-of-life ones.
IV. Experimental Results

A. Effect of Operating Parameters on Impingement Current

The effects of changes in beam current, background pressure, and accelerator grid potential on accel-grid erosion characteristics for two-grid sets have been investigated. These thruster operating parameters were selected for study because they were identified as ones that should have a dominant influence on the sputter-erosion behavior of an accel grid. Accel-grid erosion characteristics will be shown over a wide range of these operating parameters. Since the sputter erosion rate on the downstream side of an accel grid is directly proportional to impingement current, however, it is appropriate to first consider the effect of each of these parameters on impingement current. Figure 14 shows the effect of beam current on impingement current. It indicates measured accel-grid impingement current (open circles) increases linearly from ~zero to 100 µA as beam current is varied from zero to ~3.5 mA. This is expected because the charge-exchange-ion production rate is directly proportional to beam current [11]. Increasing beam current above ~3.5 mA, causes primary beam ions to begin striking the accel grid (direct impingement), and this causes the greater-than-linear increase in the measured impingement current at the highest beam current data point in Fig. 14. If the distribution of ions impinging on the grids were unaffected by increases in beam current, one would also expect to see depth-erosion rates (given by
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Fig. 14 Effect of Beam Current on Accel-Grid Impingement Current
Eq. 2) to increase linearly with impingement current up to the point of inception of direct impingement.

The effects of background pressure on impingement current are presented in Fig. 15a. This figure shows that impingement current increases linearly from ~50 μA to ~85 μA as background pressure is increased from a nominal value of 8.3 x 10^{-6} Torr up to 4.0 x 10^{-5} Torr. This is expected because greater neutral propellant atom densities downstream of the accel grid, yield a greater charge-exchange collision rate and thus, greater impingement currents. These higher impingement currents might be expected to induce proportional increases in the total volumetric erosion rate. Again, depth-erosion rates should be directly proportional to volumetric erosion rates provided changes in pressure do not change the factors that describe the distribution of the impinging ions across the grids (i.e. the impingement current density uniformity factor (f) and active beam to peripheral impingement current distribution factor (δ)).

Impingement currents measured as the accel-grid potential magnitude was increased from -100 to -900 V are given in Fig. 15b along with the thruster operating conditions that were held constant. From this figure, it is evident that impingement current increases linearly from ~40 μA to ~60 μA as accel-grid voltage magnitude is increases. Monheiser has shown that the size of the near-field charge-exchange ion-production region increases with accel-grid voltage magnitude. This induces a proportional increase in impingement current. Sputter yield also increases with accel-grid voltage magnitudes (see Appendix B). Hence sputtering rate, which is proportional to the product of impingement current and sputter yield, increases with
Fig. 15 Effect of Operating Conditions on Accel-Grid Impingement Current
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accel-grid voltage magnitude.

B. Effect of Operating Parameters on Erosion Rates.

Molybdenum depth-erosion rates measured from multilayer erosion monitors at three different beam currents are shown in Fig. 16a for both pits (open circles) and trenches (open squares) at the thruster operating conditions indicated in the figure. These data suggest 1) depth-erosion rates for pits and trenches are directly proportional to beam current and 2) pit depth-erosion rate increases more rapidly with beam current than trench depth-erosion rate. Equivalent molybdenum volumetric-erosion rates based on all experimental measurements (pit+trench+periphery) are compared to equivalent theoretical values determined from impingement currents (using Eq. 5) in Fig. 16b. Both erosion rates increase linearly up to a beam current of ~3.0 mA, as expected from the impingement current plot of Fig. 14, and are in agreement to within ~10%. At a beam current of 3.75 mA, however, the experimental erosion rate is significantly less than the corresponding theoretical rate. This lower experimental erosion rate is expected because: 1) some of the ions contributing to the impingement current strike the accel grid where erosion is not measured by the multilayer erosion technique (e.g. the interior surface or barrel of the accel-grid aperture), and 2) the cross sections of the pits and trenches are not modeled well by the shapes being used to represent them. Thus, experimental erosion rates are underestimated when direct impingement is occurring.

The ratio of pit and trench depth-erosion rates to the total volumetric erosion rates are shown in the erosion proportionality plot of Fig. 17a. Recall that the erosion
Fig. 16 Effect of Beam Current on Equivalent Molybdenum Erosion Rates
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Fig. 17 Effect of Beam Current on Accel-Grid Erosion
proportionality factors ($P$) plotted in Fig. 17a are found by dividing the experimental depth-erosion rates (Fig. 16a) by the total volumetric-erosion rates (open circles in Fig. 16b). The relatively minor changes in the pit and trench erosion proportionality factor suggest that both the depth and volumetric-erosion rates increase in almost direct proportion. The slight increase in the proportionality factors at the higher beam current of 3.75 mA is caused by accel-grid operation with direct impingement and is not of concern at normal thruster operating conditions. Again, direct ion-impingement current on the accel-grid leads to an underestimation of the total volumetric-erosion rate found using this particular erosion measuring technique.

The impingement current density uniformity factors ($f$ values within Eq. 2) for the pits and trenches are shown in Fig. 17b. Data for the pit show impingement current density uniformity varies only slightly over the entire range of which beam current variation. The trench impingement current density uniformity factor follows the same trend as the pit. Above a beam current of 3.75 mA, however, both depart from the expected linear trend because the accel-grid is under direct impingement. It is noted that the periphery erosion factor ($\delta$) remained nearly constant at $\sim 4\%$ as beam current was varied over the full range.

How the shapes of the pits and trenches vary with beam current can be seen from the shape factor plot shown in Fig. 18. Pit shape factor is shown to vary between 0.6 and 0.7 over the entire beam current range. Trench shape factor appears to increase gradually with beam current up to $\sim 3.5$ mA and then to rapidly rise to 1.0 at a beam current of 3.75 mA where direct impingement was observed. Ions which are
Fig. 18 Effect of Beam Current on Pit and Trench Shape Factors
striking the barrel of the accel-grid lead to severe erosion on the downstream periphery of the aperture, thereby producing erosion which tends to remove the mesa. This effect can be clearly seen from the depth-erosion profiles overlaid with the cross-sectional erosion model elements in Fig. 19. In particular, the erosion profiles along a trench between two pits (Fig. 19a) and across a trench (Fig. 19b) show that the erosion depths at the hole edges are greater than those in the pits or trenches. For this special erosion case, it is important to note that the basic shapes of the eroded volumes (frustrum of cone for a pit and a trench with trapezoidal cross section) do not describe the observed erosion. Furthermore, it is noted that the erosion patterns shown in Fig. 19 suggest the impingement current density distribution is altered near the onset of direct impingement, so it becomes more uniform across the webbing.

These data have shown that pit and trench depth-erosion rates increase linearly with beam current. These depth-erosion rates are directly proportional to the volumetric-erosion rates to the extent that the pit and trench impingement current density uniformity factors remain relatively constant with beam current. Since the relative distribution of impingement current between the active and peripheral regions remains almost constant as beam current is varied, the proportionality factor results suggest that initial pit and trench depth-erosion rates can be computed with good accuracy from the total volume of erosion-rate measurements.

Molybdenum depth-erosion rates (open circles for pits, open squares for trenches) measured as a function of background pressure are plotted in Fig. 20a. Both pit and trench depth-erosion rates decrease linearly as pressure is increased to
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Fig. 19 Erosion Rate and Shape Profiles at 3.75 mA Beam Current
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**b.** Experimental and Theoretical Volumetric-Erosion Rates

**Fig. 20** Effect of Background Pressure on Equivalent Molybdenum Erosion Rates
\( \sim 2.2 \times 10^5 \) Torr. The trench depth-erosion rate becomes greater than the pit depth-erosion rate above \( 2.2 \times 10^5 \) Torr, and both pit and trench depth-erosion rates level off at pressures above \( 2.8 \times 10^5 \) Torr. Recall that it was expected, based on the impingement current results alone, that the pit and trench depth-erosion rates would increase linearly with background pressure. Since this behavior is not observed, it is evident that one of the parameters which effect the depth erosion rate (Eq. 2) must by changing. While pit and trench depth-erosion rates show complex behavior with increasing pressures, theoretical and calculated experimental volumetric erosion rates increase linearly between \( 8 \times 10^4 \) and \( 4.0 \times 10^5 \) Torr as shown in Fig. 20b. Again, calculated experimental molybdenum erosion rates are within \( \sim 10\% \) of the theoretical values (based on measured impingement currents) and are in agreement with the impingement current trends shown in Fig 15a.

The pit and trench erosion proportionality factors are shown in Fig. 21a. From this plot is evident that the ratio between the pit and trench depth-erosion rates and the total experimental volumetric-erosion rates is not constant with background pressure as it was for beam current. This is due to the fact that one or more of the parameters describing depth-erosion rate are changing. For example, pit and trench impingement current density uniformity factors \( (f) \) shown in Fig. 21b show quite complex behavior with increases in background pressure. Both the pit and trench impingement current density uniformity factors vary in a similar manner fluctuating over about a 0.8 and 0.4 range, respectively, as pressure is varied.

The change in pit and trench shapes with background pressure can be seen in
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Fig. 21 Effect of Background Pressure on Pit and Trench Erosion
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shape factor plot in Fig. 22a. Both pit and trench factors remain relatively near 0.7
and 0.5, respectively, over the pressure range investigated. At pressures near
2.5 \times 10^{-5} \text{ Torr}, both pit and trench shape factors vary over about a 0.2 range as the
background pressure is increased.

Another major factor which causes the depth-erosion rate to vary non-linearly is
the relative balance of the erosion between the active beam and periphery (δ) as the
background pressure is varied. This effect is shown in Fig. 22b where the ratio of
periphery-to-total volumetric erosion rate is plotted against background pressure. The
figure shows that as pressure is increased, the amount of erosion seen outside the active
beam area dramatically increases until it approaches \sim 32\% of the total erosion at
4 \times 10^{-3} \text{ Torr}. The extensive periphery erosion seen at higher background pressures is
thought to be caused by the additional production of charge-exchange ions in the far-
field region downstream of the thruster grids. This occurs because an increase in
background pressure induces an increase in the production of far-field charge-exchange
ions. These ions are created uniformly within the active beam area but unlike the near-
field charge-exchange ions which are produced close to the grids, they are produced far
from them. As a consequence, many of them escape the active beam area before they
strike the grids. Their escape from the beam far from the grids is facilitated by an
ambipolar electric field [17] which develops in the beam and is directed radially out
from the beam centerline. The field develops because electrons tend to diffuse radially
out of the plasma at a faster rate than the positive charge-exchange ions. This results in
charge separation that induces the ambipolar field which retards the electron diffusion
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a. Pit and Trench Shape Factors

b. Ratio of Periphery-to-Total Erosion Rates

Fig. 22 Effect of Background Pressure on Accel-Grid Erosion
and at the same time enhances the diffusion of the charge-exchange ions to the periphery of the beam. At greater background pressures, both electron diffusion and ion extraction rates are enhanced. Both the enhanced far-field charge-exchange ion production rate and the enhanced ambipolar diffusion may contribute to the increase in periphery erosion fraction shown in Fig. 22b. It is noteworthy that the results of Fig. 22b are consistent with those proposed from PIC (Particle In Cell) model by Polk and Brophy [9]. In addition, it appears that these results are also in agreement with lifetime tests performed at elevated background pressures which show a ring of erosion occurring just outside the active beam-area boundary [10].

Background-pressure-effect data have shown that because of changes in two factors which determine depth-erosion rates (δ and f), erosion-proportionality factors can show complex behavior. As a result, it is probably not good practice to predict grid lifetimes at a prescribed pressure on the basis of volumetric-erosion-rate measurements made at a pressure that is different from that where the grid will be operating.

Equivalent molybdenum depth-erosion rates were determined as a function of accel-grid potential from experimental measurements. The depth-erosion rates, which were calculated from measurements made at accel-grid potentials of -300, -500, and -750 V, are plotted in Fig. 23a. Both pit (open circles) and trench (open squares) depth-erosion rates decrease in a similar way with increasing accel-grid potential. Experimental volumetric-erosion rates based on erosion patterns (open circles) and measured impingement current (solid line) which decrease linearly from
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**Fig. 23 Effect of Accel-Grid Voltage on Equivalent Molybdenum Erosion Rates**
\( \sim 2.8 \times 10^{-2} \text{ mm}^3/\text{hour} \) to \( \sim 8 \times 10^{-3} \text{ mm}^3/\text{hour} \) with increases in accel-grid potential as shown in Fig. 23b, are again in good agreement.

Erosion proportionality factors from the erosion rate data presented in Fig. 23 are shown in Fig. 24a for both the pits and trenches. Both pit and trench proportionality factors vary rather modestly (\( \pm 20\% \)) about their mean values (\( \sim 2.0 \) for the pit, and \( \sim 1.6 \) for the trench) over the range investigated. Because the periphery erosion was a small fraction of the total erosion (\( \leq 4\% \)) for all of the accel grid potentials investigated in these tests, Eq. 6 shows the variation must be due to changes in the impingement current density uniformity factor (\( f \)). Pit and trench impingement current density uniformity factors are shown in Fig. 24b to have median values of \( 1.2 \times 10^{-2} \) and \( 7.0 \times 10^{-3} \), respectively, over the accel-grid voltage range investigated. These variances will assist in explaining the changes in depth-erosion rates and thus proportionality factors.

Accel-grid voltage effects on pit and trench shapes are shown in the shape factor plots of Fig. 25. Both pit and trench shape factors, which decrease gradually with initial increases in accel-grid voltage, show more substantial decreases with further accel-grid voltage increases. These trends indicate charge-exchange ions become more narrowly focussed into pits or trenches as accel-grid voltage magnitude is increased.

The relationship between accel-grid depth-erosion rates and the parameters which induce them, involve several competing factors which must be examined together to understand accel-grid voltage effects on depth-erosion rates. First, it has been shown that impingement current increases with increased accel-grid voltage.
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magnitude. From this alone, one would expect a linear increase in depth-erosion rates. Because periphery erosion was constant, there are only two factors which affect the depth-erosion rate namely 1) sputter yield, and 2) impingement current density uniformity factor. Depth-erosion rates increase as accel-grid voltages become more negative because both impingement current and sputter yield increase with accel-grid voltage magnitude. Thus, the combination of the three parameters which vary with increases in accel-grid voltage magnitude (impingement current, sputter yield, and impingement current density uniformity factor) lead to the depth-erosion rate profiles seen in Fig. 23a.

C. Data Comparison with Life Test Results

In order to evaluate the usefulness of the data developed in this report as a tool for predicting lifetimes of accel grids, the data were used to predict grid erosion at conditions close to those associated with a thruster life test. The usefulness would then be demonstrated comparing the measured sputter erosion on the life test grid with that predicted from the data. The life test selected for comparison was conducted on a 30 cm diameter 5kW xenon ion thruster [18]. The grid geometrical and operating conditions associated with a region on the life-tested grid for which measurements were available are listed in Table 2, along with the corresponding multilayer test conditions selected to agree as closely as possible with those for the life test.
## Table 2

**Life-Test and Multi-Layer Test Conditions**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Life Test</th>
<th>Multi-Layer Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screen Grid Potential (V)</td>
<td>1500</td>
<td>1000</td>
</tr>
<tr>
<td>Accel-Grid Potential (V)</td>
<td>-330</td>
<td>-300</td>
</tr>
<tr>
<td>Beamlet Current Per Aperture (A)</td>
<td>$2.2 \times 10^4$</td>
<td>$1.05 \times 10^4$</td>
</tr>
<tr>
<td>Impingement Current Per Aperture ($\mu$A)</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Neutral Flow Rate Per Aperture (mA)</td>
<td>0.224</td>
<td>2.42</td>
</tr>
<tr>
<td>Ambient Pressure (Torr)</td>
<td>$1.27 \times 10^5$</td>
<td>$8.3 \times 10^6$</td>
</tr>
<tr>
<td>Screen Grid Hole Diameter (mm)</td>
<td>1.90</td>
<td>1.98</td>
</tr>
<tr>
<td>Accel-Grid Hole Diameter (mm)</td>
<td>1.14</td>
<td>1.47</td>
</tr>
<tr>
<td>Screen Grid Thickness (mm)</td>
<td>0.36</td>
<td>0.25</td>
</tr>
<tr>
<td>Accel-Grid Thickness (mm)</td>
<td>0.36</td>
<td>0.25</td>
</tr>
<tr>
<td>Grid Spacing (mm)</td>
<td>0.76</td>
<td>0.66</td>
</tr>
</tbody>
</table>
As these data show, the multi-layer test conditions were selected so the impingement current per hole was the same and the accel-grid voltage and ambient pressure were as close as possible to corresponding values for the life test. This was done by assuming the impingement-current density profile has the same shape as the measured beam-current density profile. The life test, which was conducted for 1160 hours, yielded the erosion profile (through two pits and along a trench) that is shown in Fig. 26a. The computed profile, which is shown in Fig. 26b, was obtained by multiplying depth-erosion rates at each point of measurement for the multi-layer test profile by 1160 hours. A comparison for the profiles in Fig. 26 show the pit erosion depths are similar but the trench depth for the life test is about one-third of that from the multilayer test.

Phenomena that could contribute to differences between life-test and predicted results include: 1) impinging-ion scattering mitigated by an order-of-magnitude lower neutral propellant flow per aperture for the life test, 2) re-sputtering necessitated by atoms from the life-test grid that were sputtered onto opposing surfaces rather than being ejected, and 3) impinging-ion focusing affected by small differences in grid geometries and/or the greater screen-grid potential for the life test. It is currently thought, however, that the much higher neutral flow rate per aperture in the multilayer test will have a predominant effect. Specifically, higher neutral flow rates will affect the charge-exchange density just downstream of the grids, which directly affects the equi-potential lines. Changes in the equi-potential lines will effect the trajectories of impinging ions, thereby changing the distribution of the erosion.
a. Erosion-Depth Profile from 30 cm Grid Lifetime Test (1160 hrs.)

b. Predicted Erosion-Depth Profile Based on Measured 19-Hole SHAG Rates Applied for 1160 hrs.

Fig. 26 Comparison of Computed and Measured Erosion Profiles
If the multilayer test could have been operated with a lower neutral propellant flow rate, and could account for material which is re-deposited within the pits and trenches, it is expected the two profiles of Fig. 26 would be in better agreement.
V. Conclusions

Experimental data and theoretical calculations presented in this thesis have shown that charge-exchange ions impinging on the downstream surfaces of accel grids cause sputter erosion. The multilayer erosion technique described can be used to study the effect of ion-thruster operating conditions and background pressure on accel-grid erosion rates. Erosion volumes measured from these tests were found to agree with theoretical erosion volumes calculated using measured impingement currents. In addition, erosion profiles predicted from the multilayer erosion technique were found to resemble profiles of an actual accel-grid lifetime test conducted for 1160 hours. Hence, it is argued that the multilayer experimental method used to measure the erosion rates is valid.

The effects of beam current, background pressure, and accel-grid potential on accel-grid erosion have been examined. The resulting data as well as erosion data measured by other researchers show the erosion is concentrated in a pattern of pits and trenches. Measured volumetric-erosion rates and theoretical volumetric-erosion rates (based on measured impingement current) were found to increase linearly with:
1) beam current (to the point of direct impingement), 2) background pressure, and 3) accel-grid voltage magnitude. Depth-erosion rates were, however, found to vary differently as these operating conditions were changed. Specifically, depth-erosion
rates for both pits and trenches increased linearly with beam current. Increases in accel-grid voltage magnitude, on the other hand, induced a greater-than-linear increase in depth-erosion rates (greatest increases at higher accel-grid voltage magnitudes). This greater-than-linear increase can be explained by the increase in sputter yield that accompanies an increase in this voltage magnitude. Depth-erosion rates in the pit and trench show complex behavior with increasing background pressures. It appears that this behavior is a consequence of two competing effects induced by pressure changes. Specifically, background pressure increases induce an increase in impingement current and at the same time, some of the impinging ions are redirected both within the active beam and away from the active grid area beyond the beam edge (the periphery). Thus, erosion seen outside the active area of the grid becomes quite severe (approaching \(-32\%\) of the total erosion at the highest pressure used in these studies). A significant redistribution of ions within the active beam area was also observed as ambient pressure was varied. This shift in erosion from within the active beam area to the periphery, which was observed as background pressure was increased, did not appear to be affected by changes in accel-grid voltage at a low pressure.

Depth-erosion rates can depart from linear dependencies with impingement current because impingement-current density distributions over the accel-grid surface change as operating parameters are changed. This variation in uniformity can be described through the use of impingement current density uniformity factors which relate average impingement current densities to peak ones. Pit and trench uniformity factors are shown to vary with all of the operating conditions investigated, but they
show minimal variation with beam current. Depth-erosion rates do not scale in direct proportion with volumetric erosion rates (i.e. with impingement currents) because of variations in the periphery erosion fraction, impingement current density uniformity factors, and the sputter yields that accompany changes in beam current, accel-grid voltage and ambient pressure.

In general, depth-erosion-rate data obtained by linear scaling with beam-current-induced changes in impingement current should be accurate to within ~10% up to the point of direct impingement. Since the current-density distribution also remains relatively constant as accel-grid voltage is varied, linear scaling that accounts for accel-grid-voltage-induced changes in both sputter yield and impingement current should be accurate to within ~20%. Changes in ambient pressure causing a redistribution of impingement-current densities within the active beam area and to the periphery of this area are complex and not understood well. The data presented show that linear scaling based on ambient-pressure-induced changes in impingement current cannot be justified.
VI. Future Work

Although work presented in this thesis produced valuable results in understanding accel-grid erosion mechanisms, the effects of only three parameters were investigated. To broaden the knowledge of operating condition effects on accel-grid erosion characteristics, many more parameters must be investigated. For instance, initial tests used for proof of concept for the experimental method used in this research were performed on accel grids with various geometries. Initial results indicate that changes in accel-grid open area fraction and aperture diameter can lead to different erosion characteristics at similar operating conditions. Furthermore, screen-grid potential and propellant flow rate effects on accel-grid erosion should be investigated.

It should be noted that this experimental method is not limited to use on traditional accel-grid geometries. Specifically, this method could also be applied in investigating erosion patterns for recently designed grids made of carbon-carbon composite and having long thin-slit apertures [19]. As accel-grid designs evolve using different materials and geometries, the experimental procedure described in this thesis will prove to provide great amounts of information concerning accel-grid erosion characteristics.
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VIII. Appendix A: Development of Volumetric Erosion Rate Equations

Total volumetric accel-grid erosion rate can be broken down into three separate terms pertaining to 1) pits, 2) trenches, and 3) the periphery. These terms can be evaluated experimentally and their sum can be divided by the test time to obtain the volumetric sputtering rate. This rate should be equal to the volumetric rate of grid material removal given by the product of the ion arrival rate, the sputter yield, and the volume associated with each sputtered atom. This relationship is given in Eq. A1 as

\[ \sum_{\text{pits}} \frac{V_{\text{pits}}}{t} + \sum_{\text{trenches}} \frac{V_{\text{trenches}}}{t} + \frac{V_{\text{periphery}}}{t} = \frac{S(\varepsilon) m_A J_i}{e \rho}, \]  
(A1)

where \( J_i \) is the impingement current and \( S(\varepsilon) \), \( m_A \), and \( \rho \) are the sputter yield, atom mass, and density, respectively for the accel-grid material. If the pits, trenches, and periphery erosion are modeled properly, the two sides of Eq. A1 should agree.

A. Pit Equation Development

The erosion volume for one pit is modeled as the frustrum of an inverted right circular cone with larger and smaller base diameters \( d_1 \) and \( d_2 \), respectively. Thus, the volume of material removed in one pit is given in Eq. A2 as

\[ V_{\text{pit}} = \left[ \frac{1}{12} \pi h_p (d_2^2 + d_1 d_2 + d_1^2) \right], \]  
(A2)
where \( h_p \) is the depth of the pit.

**B. Trench Equation Development**

Trench erosion volume is found by multiplying the length of the trench \( \ell_T \) by its cross sectional area. Modeling the trench as trapezoidal in cross section with larger and smaller base widths of \( w_T \) and \( w_2 \), respectively, and a trench height \( h_T \), the volume removed from a single trench is given by

\[
V_{\text{tranch}} = \left[ \frac{1}{2} \ell_T h_T (w_T + w_2) \right].
\]

Trapezoidal bases \( w_T \) and \( w_2 \) are both found experimentally and the length \( \ell_T \) is calculated using the distance between the outer diameters of two pits. Figure 1A shows a partial sketch of an accel grid labeled with several dimensions for use in developing the equation for trench length. Applying the law of cosines to the triangle connecting two pit centers and the center of an aperture, the equation shown in Fig. 1A is found. Solving this equation for trench length and simplifying gives

\[
\ell_T = \frac{d_A}{2} + \frac{d_i}{2} - d_1,
\]

where \( d_A \) and \( d_i \) are the aperture and pit diameters, respectively. The variable \( d_i \) is the diameter of a circle inscribed between three apertures (shown by the dashed circle) and therefore is a function of accel-grid geometry only. The value of \( d_i \) in terms of these accel-grid geometry variables has been used in the development of pit shape factor.

**C. Periphery Equation Development**

Periphery erosion volumes are modeled as right-triangular in cross section as
\[(1_{T} + d_{1})^{2} = 2 \left( \frac{d_{A}^{2}}{2} + \frac{d_{1}^{2}}{2} \right) (1 - \cos(60^\circ))\]
suggested in Fig. 2A for a sixth of the periphery of the 19-hole SHAG grid set. The
two regions just outside of the active beam (Region 1 and Region 2) represent the
 corresponding periphery erosion areas. Also shown in Fig. 2A are cross-sectional
 views of the shaded regions along the lines X - X' and Y - Y', respectively. The depth
 and width of the cross section for Region 1 are \( h_{\text{per}} \) and \( w_{\text{per}} \), respectively. The volume
 removed in Region 1 can be found by multiplying the area of the right-triangular cross
 section by the length of Region 1. The length of Region 1 is simply found from the
 geometry of the accel grid is given by

\[
\ell_E = d_A \left( \frac{2 \pi}{\sqrt{3} \phi_A} \right)^{\frac{1}{2}},
\]  

(A5)

where \( d_A \) and \( \phi_A \) are the aperture diameter and open area fraction of the accel grid,
 respectively. Hence, the volume removed from region 1 is given as

\[
V_{\text{Region 1}} = \frac{1}{2} w_{\text{per}} h_{\text{per}} \ell_E.
\]  

(A6)

Similarly, from the geometry of region 2 the depth and width of the erosional cross
 section along Y - Y' are \( h_{\text{per}} \) and \( w_{\text{per}} \), respectively. Thus the volume removed within
 region 2 is found to be

\[
V_{\text{Region 2}} = \frac{\pi}{3} \int_{x}^{x+w_{\text{per}}} r h \, dr,
\]  

(A7)

where \( x = (d_A + d_t - d_1)/2 \), and \( h = (w_{\text{per}}/x) - (h_{\text{per}}/w_{\text{per}})r \). Summing the total amount of grid
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Substituting Eq. A9 into Eq. A10, \( d_i \) is found to be

\[
d_i = d_A \left[ \sqrt[3]{\frac{\pi}{4 \phi_A \cos(30^\circ)^3}} - 1 \right],
\]

which is a function of accel-grid aperture diameter and open area fraction only. The pit shape factor can, therefore, be calculated by dividing measured values of \( \bar{d}_p \) by the value given in Eq. A10.

The amount of accel-grid material between two apertures is labeled in Fig. 3A as the web width \( (W_{web}) \), and is simply given by \( \ell_c - d_A \). Thus, the web width can be expressed in terms of accel-grid aperture diameter and open area fraction by subtracting \( d_A \) from Eq. A9 and division by this width yields the trench shape factor.
IX. Appendix B: Sputter Yield Values

The sputter yield values used for the tests conducted in this paper are shown in Table 1B. The sputter yield values for molybdenum correspond to those for flat sheet molybdenum [20] at a specified energy. Sputter yield values for copper and stainless steel sputter coated onto surfaces were found experimentally. In particular, 500 Å of stainless steel (or copper) was sputtered onto a glass slide using the same coating apparatus and conditions used for the 19-hole SHAG accel-grids (outlined in Chapter III). The coated glass slide was then placed directly under a xenon ion beam at a specified energy (300, 500, or 750 eV) and a current density of 1 mA/cm² until the coating was removed. Knowing the current density, material properties, and the time it took to erode through the 500 Å layer, the sputter yield was calculated using Eqs 7 and 8.

Table 1B

Sputter Yields

<table>
<thead>
<tr>
<th>Energy (eV)</th>
<th>Molybdenum</th>
<th>Sputtered SS</th>
<th>Sputtered Cu</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>0.50</td>
<td>0.30</td>
<td>0.73</td>
</tr>
<tr>
<td>500</td>
<td>0.91</td>
<td>0.45</td>
<td>1.20</td>
</tr>
<tr>
<td>750</td>
<td>1.40</td>
<td>0.50</td>
<td>1.38</td>
</tr>
</tbody>
</table>